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Abstract

The question of structure and agency has long egarded as a central
problem in sociological theory. In addition to tinaditional approaches offered by
methodological individualism and methodologicalleclivism, recent decades have
seen a number of attempts to transcend these t8rogns, most prominently by
Giddens and Archer. However, this remains a highlytested subject, and none of
these proposed resolutions has yet prevailed.

This thesis investigates whether a more satisfaetoderstanding of structure
and agency can be developed by applying the thefaeynergence.

It engages with several branches of the literabaremergence, including the
early twentieth century emergentists, complexigotty, critical realism, and the
philosophy of mind, in order to clarify the thead/emergence itself and to show how it
provides a viable alternative to extreme varietieeductionism and dualism. Having
done so, it examines whether human agency and sticiature can be understood in
emergentist terms, and whether theorising therhigwtay enables us to produce a
more satisfactory account of their relationshigach other and to social events.

This thesis seeks to complement and extend Arcle&r&ing analysis of
structure and action in terms of emergence. Whikegritical of the sociological
ontology of Giddens and others, it also seeks toahestrate that a wide range of
sociologicaltheory, including much of theirs, is not only compatiltéh but also
complementary to an emergentist account of stra@ad agency. Thus, for example,
Bourdieu’s concept of thieabitusis one-sided both ontologically and theoreticast
can become part of a more balanced theory of hwoon by integrating it within an
emergentist framework.

Emergence, the thesis concludes, provides a stoamglation for clarifying,
and indeed transcending, previous sociological tgtdiedings of social structure and

human agency.
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1 Introduction

This thesis argues that the theory of emergenoggply understood, can
provide the foundation for an explanation of huragency and social structure that
improves on those offered by existing social thetirgims to make an original
contribution to two distinct but inter-related asean the one hand, to the general
theory of emergence, and on the other, to our wtaeding of the sociological problem
of structure and agency. These two aims are conglary in that the general theory of
emergence advanced in the early chapters of tisestfehapters 2 and 3) is applied to
the social world (and thus illustrated in some Hdept the later chapters. Here it is used
to construct an analysis of social structure (obyap4 and 5), of human agency
(chapters 6 and 7), and of the relation betweeitvtbe

The first section of this introductory chapter vadéscribe the scope and
objectives of the thesis, outlining the subjecit®tore argument, identifying some of
the issues that it iIsot able to cover, and introducing the range of lite®with which
it will engage. The second section will identifg grimary substantive themes and
define their central terms. The third and finaltsecwill discuss the methodological
issues implicit in this theoretical thesis and poaiits argument with respect to some

key questions in the philosophy of the social soésn

Scope and objectives

Applying emergence to the problem of structure aagency

The concepts of structure and agency are centsaldimlogical theory, yet there
remains widespread disagreement about what they ar@habout how (or even
whether) they can be causally effective socialderd’he causal role of social structure
is particularly contentious. On the one hand, thecept remains implicit in, and indeed
essential to, much sociological theorising, yetteother hand many sociologists seem
to mistrust the existing theoretical accounts ®fale. Structure is often taken for
granted, not because the concept is clearly uramrstnd uncontroversial, but because
addressing the theoretical issues seems so protideifilaere are, of course, exceptions
- thinkers who have sought to address this isee {er example, Archer et al., 1998;
Bhaskar, 1998b; Giddens, 1984). Yet none of th@ut®ns are widely accepted.
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Agency is equally problematic. Although few writéoslay would deny that
human agency can be causally effective, the questbjust what agency means and
how it works remain contentious. There is a wofldiference, for example, between
Archer’s stress on human reflexivity — the conssiptioritisation of concerns and
translation of those concerns into life projecend Bourdieu’s emphasis of the role of
the habitus— a body of socially acquired and physically eméddlispositions that
seems to drive our behaviour with little consciceffective input.

In this thesis | propose to address these problgnagpplying the theory of
emergence to develop a viable concept of sociatistre and the outline of a
complementary theory of human action. While, likarlyaret Archer, offering an
emergentist account of structure from a criticalist perspective, this thesis aims to
develop a deeper understanding of emergence @selshow that this provides a
stronger foundation for social ontology. Its earhapters consider the general problem
of finding a viable middle way between reductioniand full-blown ontological
dualism and seek to show that a particular, relatiorersion of the concept of
emergence can provide such a route. This, | claroyides a general approach to
emergence that can be applied to the social dotodinild an adequate foundation for
understanding the nature of social structure, huaggmcy, and the relationship
between them.

Equipped with such an understanding, the thesiscwiicise a variety of
perspectives on both general and social ontologg.&arly chapters, in arguing for the
general theory of emergence, arggainstreductionisms, holisms, and extreme
dualisms whilst arguingn favourof a scientific understanding of the relationsamsn
different ontological levels. The later chapteisidse more specifically social
doctrines of explanation such as methodologicalviddalism, methodological
collectivism, and what Archer has called centralftasionism. They go beyond
ontology, however, to specifically theoretical qumss, most notably in developing the
outline of a theory of action that can reconcileyeof the seemingly contradictory

impulses in Archer and Bourdieu’s conceptions ahlho agency.

Limitations and omissions
This outline of the scope of the thesis, howeversinbe complemented with

some recognition of its boundaries. In the time space available, it has not been
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possible to cover everything that would be adér@$s an ideal project on these
subjects. In terms of the general theory of emargehhave ignored a number of issues
that are sometimes considered important in disonssaf emergence but are not
significant for the approach developed here — rigtthle questions of supervenience
and internal relations. As far as the analysisefdocial world is concerned, there are
two interrelated groups of limitations and omissiémom this thesis, both of which |
intend to rectify in my future research programme.

The first group concerns the role of language, nmggmand culture in the social
world, and their inter-relationships to the problehstructure and agency. For example,
social conditions have a strong causal influenctherdevelopment of culture; human
action is inherently meaningful; and the functignof social organisations and
institutions rests to some extent upon our behéfsut them and our ability to express
these beliefs in linguistic form. A full accountstfucture and agency, then, would
require a full analysis of the ontology and theofyanguage, meaning and culture and
an explanation of the various significant ways imak these all interact. This is a
research programme in its own right, and far beytbiedscope of any single work.
Hence the treatment of these questions in thissiialés far short of a comprehensive
analysis. They are not, however, completely negtecthus, for example, chapter four
touches on the role of beliefs in sustaining orgaions, chapter five tentatively
addresses the ontology of institutions in its asialpf structuration theory, and chapter
seven discusses the interpretativist argumentittadn is inherently meaningful in so
far as this is taken to constitute an objectioa tausal social theory.

Secondly, the thesis can only focus on a narrogea social structures.
Chapters four and five develop an account of hayawisations can be emergent social
structures, and argue that some structures thatayenot be used to thinking of as
organisations — such as married couples — candlgsaa in the same way. But other
types of social structure also exist, arising friv@ existence of other sorts of relations
between the people who constitute them. Thus abéabunt of social structure would
require a discussion of whether and how other sfrgscial structure should be
considered emergent. There is a broad range ofiyaitggpes of social structure which
are neglected here — such as socioeconomic clasgetl, markets, patriarchy, and
many others — as well as one type that is toucheahty lightly in this thesis —

institutions. It remains an open question whetimgra all of these can be explained in
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emergentist terms similar to those | have appliex ho organisations, and this is
another question | intend to pursue further infthere.

In deciding how to handle these cases, the priadiphve sought to apply is
that this thesis should establish the argumentahiaast some social structures are
indeed emergent in the sense it describes. Ihitdoathis, then this should be sufficient
to establish that the most prominent conceptionaethodological individualism,
methodological collectivism, and central conflat&mn rest in principle upon
ontological errors. Whether some other types ofasastructure can be eliminatively
reduced, and quite what are the relationships ketyarticular types of structure and
particular meanings, are important questions, bestions that can be deferred for the
purposes of establishing the primary argumentisfttiesis. Similarly, if this argument
can be established without reference to more gecenaepts like supervenience and
internal relations, then the critique of those @pis can also be set aside for some other

occasion.

The literature

As a work of theory, this thesis develops origikalas through a dialogue with
the existing literature on its objects of studyo3@ objects of study, however, are
inherently diverse. Emergence in particular is acept that is potentially relevant to a
vast range of intellectual fields, and it has beemployed by thinkers in many of them.
To engage with the literature on emergence, tiseimevitably to engage with a broad
variety of disciplines and their dialects. Simijadn emergentist approach to structure
and agency is inherently one that may invoke argusieom the full range of the
social sciences and indeed the humanities. Thisieus touches on an unusually
diverse range of disciplines, and hence engagésammtriety of different disciplinary
literatures.

Given the range of literature potentially impliaéia this project, and the
continuous need to refer my theoretical argumeat o an exposition and critique of
the literature appropriate to their particular tspiit would have been unwieldy and
impractical to structure this thesis as a litemt@view followed by subject-oriented
chapters. Instead, the thesis engages with thiatlitee throughout, generally discussing
the literature relevant to each section as paitt@process of developing that section’s
argument.

In the chapters on emergence and cause, the priiteatures employed are
those of the philosophy of mind and science (&gwork of Kim), the early
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emergentist philosophers (e.g. Lloyd Morgan andaBjaritical realism (notably
Bhaskar and Collier), and complexity theory (incghgdHolland and Gell-Mann, among
others). When the thesis turns to the questiossroture and agency, the balance of
the literature used shifts strongly towards sdtiabrists (e.g. Durkheim, Giddens,
Archer, Bourdieu, and many others) although theeeaso references to a variety of
related fields, such as the philosophy of soci@rsze (Winch, Sawyer), the philosophy
of mind (Davidson, Searle, Dennett), the sciendesebrain (Freeman),
phenomenological psychology (Merleau-Ponty), ammgionary psychology (Tooby
& Cosmides).

| would defend the interdisciplinarity of this wook a number of grounds. First,
it is implicit in the subject of the thesis, whiapplies an inherently interdisciplinary
concept — emergence — to its central problem. Sk@uonentral plank of the response to
the problem of structure and agency advanced kehai we can only understand these
fully once we understand how entities that areistlith different disciplines —
sociology, psychology, neuroscience — relate td edlger. But thirdly, | also suggest
that the analysis advanced here has potentialatliessomewnhat artificial boundaries
that divide the social sciences from each othes.far from clear, in particular, that the
division of economics and political science frongistbgy can be justified in terms of
any ontological difference of their objects of studnd | would suggest that the
arguments about structure and agency advancedsithésis might be applied

profitably in social sciences other than socioldgy.

Substantive themes

The substantive themes of this thesis are the legooal question of structure
and agency, which provides the ‘problem’ to be adsed, and the theory of emergence,
which is investigated as a potential solution is groblem. This section aims to
position these two themes for the reader, makiagravhat is understood by them in
this thesis. As in the subsequent chapters oftési4, | begin here with the theory of
emergence, on the grounds that it is necessanyderstand how emergence works

before one can see how it could help with the mobbf structure and agency.

! Sawyer advocates a particularly trenchant versfahis argument, suggesting that by
becoming the science of social emergence, sociaagyand should turn back the tide of
disciplinary imperialism and take over much of wisaturrently covered by economics
(Sawyer, 2005, pp. 225-9).
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The theory of emergence

Emergences the idea that @holecan haveroperties(or powers) that are not
possessed by ifgarts Such properties are callethergent propertiesand an entity
possessing one or more emergent properties maglllee anemergent entityStephan,
1992, p. 27). Perhaps the commonest illustraticenoérgence in the literature is the
example of water, which has been used to illustragepoint as far back as John Stuart
Mill (Mill, 1900, p. 243). The properties of watare clearly very different from those
of its components oxygen and hydrogen when thesaarcombined with each other in
the specific form that constitutes water. We cangikample, put out a fire with water,
but the outcome would be very different if we trieddo the same with oxygen and
hydrogen (Mihata, 1997, p. 31; Sayer, 1992, p. H&)ce it would usually be argued
that water has emergent properfies.

The value of the concept of emergence lies inatemtial to explain how
higher-levelentities (such as water in this example) can lsaw@usal impact on the
world in their own right. Such an impact would beducible to the causal impacts of
its parts, but also consistent with the scientfarld view which rejects mystical
explanations of the irreducibility of higher-leyaloperties. From its earliest origins, the
concept of emergence has been used in this wayg, Ttruexample, the philosopher
C.D. Broad used it in the 1920s to counter bothcinamistic’ and ‘vitalist’ explanations
of life (Broad, 1925, pp. 44-61). The nineteenthtoey mechanists were reductionists
who believe that life had an entirely physical @xgltion, whereas the vitalists’
argument was that life was to be explained by tiesgnce in living organisms of a
mystical substance called entelechy as well as figisical parts. Emergentists sought
(and still do) to offer a middle way between these extremes.

However, there are different versions of the cohogéemergence, and they do
not all offer a viable solution to this problemdé&ed, many philosophers believe that
none of them do, but this thesis argues that tisegilesrersion of emergentism trdes
deliver a viable middle way between reductionisrd dnalism. This version is able to
accommodate scientific explanations of the relatgos between entities at different
levels of the natural and social world while rasigtthe reductionist conclusion that this
entails the redundancy of higher levels, whethéeims of the causal efficacy of higher

level entities or the need for a higher level sceéen

2 Although these properties would not be emergesraing to some ‘strong’ definitions of
emergence — see chapter 2 below.
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It would be premature to set out the full argunteare, but there is one aspect of
the concept of emergence that does need claribfitige earliest possible stage. This is
the distinction betweesynchronicandtemporalconceptions of emergence.

The basic definition outlined above describes gmelronic conception of
emergence. This is concerned with the relation eetwa whole and its parts at a given
moment in time. In this view, wholes may have ermaatgroperties as a consequence
of the characteristic way in which those partsratated or organiseid the presento
form this kind of whole.

By contrast, the everydagmporaldefinition of emergence is concerned with
the development of something over a period of tiwéth the process which leads to
the first appearance of that thing. This is byfirehe commonest use of ‘emergence’
outside the philosophical literature, but ihistthe same thing as synchronic
emergence. Granted, anything that is synchroniesigrgent must have emerged
temporally at some point in its past (unless itdasysexisted), and it may be
interesting and important to understand how th@ioed. But temporal emergence and
synchronic emergence are two different conceptiefaing that has ‘emerged’
temporally need not have synchronically emergeop@rties, and only synchronic
emergence offers us a response to reductionisnceHers a variety of synchronic
emergence that is advocated in this thesis.

Unfortunately, a number of thinkers have failedlistinguish these two sensés.
In many cases, the authors concerned demonstgatedagrasp of the synchronic
concept in parts of their writing, but then seencdaflate it with the historical version
in other places. Holland, for example, talks oe‘dmergence of good play” as a
checkers playing program learns to improve (Hollar#98, p. 56). Bunge, similarly,
cites “the emergence of a plant out of a seed’haasxample of emergence (Bunge,
2003, p. 3). Neither seems to be a reference teythehronic sense of emergence
although both are advanced as referring to a singlfeed concept of emergence.
Woolly thinking like this is confusing for the reaxd and certainly makes it more
difficult to explain emergence clearly. While | #h@onfine my usage of the word
emergenceo its synchronic sense, we must be constantlyattat others often
conflate the synchronic and temporal senses.

® Perhaps encouraged by the ambiguous treatmenbwélty’ as a criterion of emergence in
early emergentist writings.
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Structure and agency

If we are to understand why we need a theory atsire and agency at all, we
must begin by looking at what the concepts of stmecand agency refer to, and then
consider why the relationship between them is Enwialtic.

Despite its widespread usage in sociolapgial structuras a term whose
meaning is “strikingly nebulous and diverse” (Loer Scott, 2000, p. 1). As Lopez
and Scott point out, “there is little consensusravieat the word means, and it is all too
easy for sociologists to be talking at cross pugpdsecause they rely on different, and
generally implicit, conceptions of social structufleopez and Scott, 2000, p. 1).
Chapters four and five explore the meaning of $@tracture in some detail by
considering two different typologies of structundnich reflect the different meanings
assigned to social structure in the different agalal traditions which contend over its
explanation. In this introductory chapter, ratheart trying to seek common ground
between these definitions, or to gloss over thieihces between them, it seems more
appropriate to offer an approach that reflects mg position.

In this approach, social structures are emergéittesnin the same sense that
people or other natural objects are — they are @hlade up of parts, and possessing
properties that are distinct from those of theitg&in the case of social structures,
those parts are primarily people, although in theddeast they could also have other
parts that are not people. The most obvious caaesotial structure, on this definition,
is a group of people organised by definite intéatrenships of some type — such as
formal organisations of all kinds, communities, fiés, and cultural groupings. This is
the type of structure that will be considered ntbetoughly in this thesis, although as
pointed out earlier there are potentially otheety/poo.

Similarly, there are a number of different defimits of agency, and we must
distinguish at the outset between two groups afeéhethe concepts pblitical agency
andindividual agencyPolitical agency is the possession of “the pawdiring about
effective change in collective life” (Coole, 200Pplitical agency, however, may
potentially be exercised by things other than irilial human beings, whereas this
thesis is concerned with agency in its second sénsepecific powers of human

* The wordstructureis somewhat ambiguous, in the sense that whilsometimes say that
entitiesare structures, we may also say that entitiagestructure. Collier calls the latter
‘structure’ and the former ‘structurata’, whichgpisrhaps clearer than my usage, but | believe we
can use the term structure for both while avoidinhiguity by taking care to make the

meaning clear from the context (Collier, 1989, $). 8
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individuals. Individual agency can be defined d&“power of actors to operate
independently of the determining constraints ofamtructure. The term is intended to
convey the volitional, purposive nature of humativég” (Jary and Jary, 2000,p. 9).
The study of agency is therefore concerned withtidreand how human individuals
can be causally effective; in other words with tiieory of human action.

Perhaps the most contentious question in this, fle@dvever, is whethesocial
structurescan be causally effective. This is the core pnobdé structure and agency:
the question of whether, and how, social entitles drganisations and institutions can
be causally effective in their own right, as opbt®merely epiphenomena of the
behaviour of the human individuals who are thentgaVNithout an adequate answer to
this question, it is impossible to justify treatisgcial collectivities as 'actors' in social
explanations. And the presumption that there allecttve social actors (even if only
such mundane ones as 'the state' and 'corporatiaitisough commonly denied, is
central to causal explanations throughout the seciances. Any account which can
demonstrate a valid basis for the concept of setiatture, then, has a key role to play
in social theory - and all the more so if it enalls to distinguish between
circumstances in which it is valid to apply theiaotof structure and those in which it
IS not.

In applying the theory of emergence to this questibis thesis will offer an
argument for treating at least some social strestas causally effective in their own
right, with powers that are distinct from the cdweftects of human individuals, while
recognising the contributory role that human indiaals make to the functioning of
social structures. In a parallel argument, it wélelop a theory of action that shows
how human individuals themselves can be causdibgc@de in their own right, with
powers that are distinct from the causal effectsath their biological parts and their
social context, while recognizing the contributonles of both biological parts and
social context to the causation of human behaviour.

This solution is therefore distinct from methodata] individualist positions,
which deny causal effectiveness to social strustuaad from methodological
collectivist positions, which deny causal effectiess (at least as regards the causation
of social facts) to human individuals. It is algstiohct from ‘central conflationist’
positions like that of Giddens, which seeks to eithese other two positions by
treating structure and agency as ontologicallypasable. Although this thesis follows

Archer in rejecting such attempts to transcencetréer two traditions at the level of
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ontology, it recognises that in starting to themtise interplay between structure and
agency they have created materials that may belusehe level of social theory. As
Mouzelis has argued,

the ‘transcendence’ strategies of Giddens and Bewitthve, for a variety of
reasons, proved unsuccessful. At the same timeatheepts they have put forward
(duality of structure, habitus) do provide a foutmiafor a conceptual restructuring
that leads not to another type of transcendenddplaicloserapprochement
between the objectivist and subjectivist camps (&é&tig, 2000, p.747).

Although I will argue that Giddens’ “duality of sitture” is irredeemably
conflationist at the ontological level, it is acgoamied by attempts to theorise the
relation between structure and agency that couldaps be lifted out from this
conflationist ontology and reused. | am more caariidof the argument that Bourdieu’s
habitus can be reused independently of his ontolagg chapter six will outline a way
of combining Bourdieu’s habitus with Archer’s ssaem reflexivity as part of an
emergentist theory of action that helps to clattiiy relations between structure and
agency. More generally, this argument implies #raemergentist ontology may be
consistent with a variety of theoretical argumenitsally advanced in the context of
other ontological positions. This brings us to thkationship of theory to metatheory,

and hence to the methodological themes of thisghes

Methodological themes

This section positions the arguments of this thiesielation to a variety of
methodological and philosophical issues. The fiest of it discusses the
epistemological context through an examinatiorhefdistinction between theory and
metatheory, and of how the arguments of this thetide to that distinction. The
second stresses the important role of causalitfyignthesis, and the implications for the
question of naturalism. The third positions thigkwwith respect to the contemporary

school of thought known as critical realism.

Theory and metatheory

This thesis contains no primary empirical workthie terms that are usually
applied to doctoral work, it would therefore be ctédsed as a theoretical thesis.
However, | would like to position it with referent@a more differentiated model of
enquiry. This model distinguishes not only betwdesory and its application, but also
between domain-specific or substantive theory,rapththeory: theory about theory.

Merton’s reference group theory would be a goodvgda of the former — it is a
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sociological theory about the behaviour of humathwiduals and is thus specific to the
social domain (Merton, 1968). Metatheory, on theeohand, is concerned with the
conditions of possibility of theory itself, and ghapplies more generally across many or
all of the more specific domains of theory — todites about physics, biology, and
literature, for example, as well as to social tgediypically such metatheory falls
within the scope of philosophy. It would includer £xample, generalised work on
ontology and epistemology. However, domain-spedaifitologies which identify the
sorts of entities that populate a given domain (vBenton and Craib calkegional
ontologies and what Bhaskar caksientific ontologieswould fall into the domain
theory category and not the metatheory categorgt(@eand Craib, 2001, p. 5;
Bhaskar, 1986, p. 36).

We can illustrate the relation between these caitegof work in a simple

diagram:

M etatheory

L]

Domain theory

[

Application

Figure 1.1 — The role of metatheory

In these terms, this thesis is concerned both mgtatheory and with the
domain theory of the social world. It is also puafidly concerned with the relation
between the two. There is a strong analogy betwd@smelation, on the one hand, and

that between domain theory and its applicationthenother. Doctoral theses are usually

® Although | have transferred them here to a difiesrea of thought, the graphical and
conceptual structure of this model are drawn frbenwork on information systems strategy of
lan Page, as adapted for Dixons Stores Group bk MaCormack. Since drafting this section
and diagram, | have also discovered a similar diagapplied to the relationship between
different levels of ontology by Rob Stones, althioing conceives of this relationship somewhat
differently (Stones, 2005, p. 77).
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focussed on this latter relationship, either segkintest some piece of domain theory
through its empirical application (which is repnetsal by the downward arrow between
the two corresponding boxes in Figure 1.1), ordové some piece of domain theory as
a result of conducting and interpreting an empirstady (represented by the upward
arrow between these two boxes). It is through tlaelgal accumulation of such results
that domain theories acquire (or lose) our configen as they are confirmed or
disconfirmed by a series of attempts to connecenhtteethe empirical world and vice-
versa. This model privileges neither theory nogftplication, but sees the two as
mutually interdependent. Any development at eitbeel may have implications for the
adjacent level, and testing the validity of theselications is part of the process of
validating the original development.

Precisely the same logic, | suggest, applies todlaion between domain
theory and metatheory. Generalised ontologicalegnstemological work is tested by
the production of domain theory that conforms @lsfto conform) to it — the
downward arrow. However, we can equally well takisteng domain theory and assess
whether our metatheory is consistent with it, cgrederive metatheory from the
analysis of successful domain theories — the upwamv. The validity of the
metatheory is thus confirmed or disconfirmed, ndydy its own internal coherence,
but also by its consistency with good domain thedind the ‘goodness’ of domain
theory is itself tested, of course, by the prodeEsscribed in the previous paragraph. The
epistemology of metatheory is thus deeply implidatéth the epistemology of theory
itself. Once again, the model privileges neithgetaOn this view, then, philosophy is
neither underlabourer nor master builder to théa$sciences, but both are mutually
interdependerft.To continue the building-trade analogy, metathedomain theory,
and application are like different trades workingaico-operative partnership.

In these terms, the theory of emergence develap#ud thesis, being a claim
about ontology in general, is a piece of metatheohereas the problem of social
structure and human agency is a matter of domaioryh In applying the theory of
emergence to the problem of structure and agehew, 1 am both validating the
metatheoretical claim by testing whether it yialdeful domain theory, and also
seeking to develop domain theory that is valuabliésiown right, and capable of

validation by application to real problems. Thisgls does not go on to address the

® The building-trade analogies come from Locke Vieagkar (Bhaskar, 1998b, pp. 16-17)
(Benton and Craib, 2001, p.1).
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lower level of Figure 1.1 — the link to the empalie- in any depth. Yet we cannot
neglect the empirical entirely, and so | have airteefbllow C Wright Mills’ dictum
“never write more than three pages without at leastng in mind a solid example”
(Mills, 1970, p. 246). Thus the thesis focuseshmnrelation between domain theory and
metatheory while keeping in view the applicatiorttegory through the use of

illustrative examples.

There is a clear parallel here with the more udoatoral approach, which
focuses on the relation between theory and itsegipn while at most acknowledging
the role of metatheory in a methodology chapterc@irse, if the metatheoretical
foundations of the social sciences were firmly andontroversially established, then
the usual approach would be more valuable. Butthi@sis proceeds from the general
recognition that they are not — that the questiostroicture and agency remains
problematic precisely because the ontological fatiods of social structure and human
agency continue to be disputed. In this contelglieve, developing an improved
approach to the relation between metatheory andhdotheory is a more urgent and

important task than working on the link to the enwail.

Causality, explanation, and naturalism

One of the metatheoretical assumptions that isgmahtal to this thesis is the
belief that the events that occur in the socialldvare caused. Emergence is important
because it offers a metatheoretical account of ih@spossible for something to have a
causal impact; outside the framework of a causatageh to the world the concept of
emergence adopted here would have no value.

The belief that social events are caused, howeloes not entail that they
demonstrate observable empirical regularities. @rapree will adopt and develop
Bhaskar’s view that events are co-determined bgreety of interacting causes. This
view implies that where the set of interacting esuis complex and varies from case to
case, causality does not entail predictabilityill ke rejecting the view, therefore, that
the unpredictability of social events justifiesediéf that they are not causally
determined.

What that unpredictabilitdoesentail is that it may be very hard, and often in
practice impossible, to reliabgxplainsocial events. The claim that these events are
causally determined entails that they iarprinciple explainable, but in practice we may
often be unable to give more than a very tentatine partial explanation of the set of
interacting causes that produces any particulaakeeent. Nevertheless there are
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patterns in social events — what Lawson addisii-regularitiesor demi-regs- and these
may provide the opportunity to discover some ofdaesal influences at work in the
social world (Lawson, 1997, pp. 204-13). The mareéhscausal influences can be
discovered, then the richer and more plausiblelelbur attempts to provide partial
explanations of individual social events.

Perhaps the two foremost objections to the calesapective on the social
world arise from a belief in the free will of humagents, and from the claim that the
social world may only be interpreted and not expdi Chapter seven assesses both of
these claims and argues that they do not stariteiway of a causal social science. Nor,
however, need a commitment to a causal social seilrad to a rejection of the need
for interpretative work. Like Bhaskar, for exampgleccept that social action is indeed
inherently meaningful, and hence also accept theemguent need to adopt some of the
methods of hermeneutics (Bhaskar, 1998b, p. 38k Bayer, however, | do not believe
that this prevents us from looking at social liiecausal terms: “the subject-object
interactions merely become more complicated, aaddhlist proposition of the
intransitivity of social phenomena as objects alialoresearch stands” (Sayer, 1999,
pp.33-4). Specifically, | argue that the meaningégis of social action does not prevent
us from identifying social actions clearly (althduigllibly), and that it does not render
causal explanations redundant or impossible.

Now, in arguing that social events are causedtHaitthey may also require
interpretation, | have already opened up the qoestf naturalism: to what extent do, or
should, or can, the social sciences resemble theataciences? And indeed, | have
already started to offer the response that thegrabshould resemble the natural
sciences in some respects — the provision of caxgddnations — but not in others — the
need to interpret human actions. More generallg,gbrt of combination of naturalistic
and anti-naturalistic claims is implicit in the gdion of an emergentist framework.

Thus, for example, the sorts of things that we faltl in a regional ontology of
the social world, like social organisations, ingins, cultural constructs and human
artefacts, are ultimately emergent from the sdrthiogs we will find in a regional
ontology of the natural world, like atoms, molesjland cells. Hence we can see both
as parts of an ontologically unified world in whietierything that exists emerges as
part of a single hierarchy of structures. At themedime, however, this is a
differentiated unity; the sorts of powers and prtipe that belong to entities at each

branch of the hierarchy vary, depending upon thging properties of their parts, and
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the varying ways in which these parts are organi8ed consequence of these
differences in the objects of study of differenesces, the methods appropriate to their
study also differ (Sayer, 1999, p. 19). As Bhagkas it, “thepredicateghat appear in
the explanation of social phenomena will be difféfeom those that appear in natural
scientific explanations and tipeoceduresused to establish them will in certain vital
respects be different too (being contingent upad,determined by, the properties of
the objects under study); but thenciplesthat govern their production will remain
substantially the same” (Bhaskar, 1998b, p. 20).

To put the point in different words, emergentisnpli@s what we might call
‘ontological naturalism’ — that both the naturatighe social sciences are concerned
with different parts of the same stratified reaktiput not ‘methodological naturalism’,
since the different structures of these differaartcan have very different implications
for their study’

Realism and emancipation

As should be clear from the sources and arguméetsio the foregoing
section, this thesis adopts a critical realist pecsive. In particular, it advocates a
perspective on emergence and cause that is cladated to that developed by Bhaskar
in A Realist Theory of Scien¢®haskar, 1978J.A number of other critical realist
thinkers have also been important influences. ably, given the theme of the thesis,
the most significant of these is Margaret Archdnpvinas advanced the most substantial
and impressive attempt to date to provide an emérge@ccount of structure and
agency. As will unfold in the later chapters, | Baome disagreements with the details
of Archer’'s argument; nevertheless this work pussihe same objective as her own —
the development of a realist and emergentist adanfustructure and agency — and most

of her work on this subject remains consistent withargument.

" This, of course, is not a statement that appliguely to the difference between the social
and the natural sciences. The natural sciencdsyare means homogeneous in their methods,
for just the same reason as has been identifiedealive different natural sciences differ in their
objects of study, and these objects differ in te&inctures and properties. There are as a result
many criteria that differentiate between differkimds of science, and on some of these criteria
some or all of the social sciences fall into theasaroup as at least some of the natural
sciences. We might, for example, contrast the ‘erpental’ and the *historical’ sciences, in
which case we would find geology and evolutionaotdgy in the latter group along with the
social sciences (Benton, 1985, p. 188; Machlup41p96)

® | have also suggested some constructive modifieatdf Bhaskar’s approach to emergence
and cause in (Elder-Vass, forthcoming, 2006) andefEV/ass, 2005a).
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Contemporary critical realism, however, is a somavaiverse school of
thought, and my approach to it is selective andgtoctively) critical. While | strongly
endorse his critiques of empiricist and postmodeithiought, | am less than convinced
by some of the other strands of Bhaskar’s own thopk am at best ambivalent with
regard to his theory of emancipatory critiques, hiscadvocacy of a dialectical turn in
critical realism, and | am highly sceptical of there recent spiritual turn in his
thought?

Despite my concerns about Bhaskar’s treatment aiheipation, | remain
committed to the need for social theory with an eai@atory intent. This thesis is not
directly engaged with the normative element of glatieory, but as Bhaskar has
argued, there is an important connection betweesrgegnce and emancipation:

It is only if social phenomena are genuineiyiergenthat realisexplanationin the
human sciences are justified; and it is only is#heonditions are satisfied that there
Is any possibility of human sedfmancipatiorworthy of the name. But, conversely,
emergent phenomena require realist explanationseatidt explanations possess
emancipatory implications. Emancipation dependsglanation depends upon
emergence (Bhaskar, 1986, pp. 103-4).

| am rather more cautious than Bhaskar about @iendhat “realist explanations
possess emancipatory implications”. For one thilngy may equally well possess the
opposite sort. For another, | believe that emanergaolitical proposals depend upon
combining our understanding of the world with aaclg understood set of values, but
that those values cannot be derived rationallyajdctively from the facts of the
world: they always depend upon our social expedear context (Sayer, 1997).

Yet | do believe that we cannot pursue an emanmipgiolitics without a good
understanding of how the social world does work laowt it could work differently. It
is only if we can provide causal explanations ef $sbcial world that we can attempt to
predict the consequences of a possible changeottly if we are able to predict, at
least in broad outlines, these consequences theaawassess whether that change
offers progress in a normative sense. And it iy dnle can do this that we can
honestly advocate it as an emancipatory strategini$ sense, at least, | endorse the
first part of Bhaskar’s claim: emancipation depeungdsn explanation. This thesis,
however, is about the second part of Bhaskar'srcldiseeks to demonstrate that in the

social world, explanation does indeed depend upugrgence.

® Critical realists are divided in their responséhtese turns in Bhaskar’s thought. For a useful
overview, see (Dean et al., 2005).
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2 Emergence

Although emergence is an idea with roots reachaaknto the nineteenth
century, the level of academic interest in it hax&d and waned over the intervening
period!® Recent years have seen a widespread revivaldéresttacross a broad range of
disciplines. Emergence has been endorsed and eetplbyyphilosophers (e.g. Searle
and Kim), physicists (e.g. Gell-Mann), sociologi&sy. Archer and Sawyer), biologists
(e.g. Kauffman), and information scientists (e.gllehd), amongst others (Archer,
1995; Gell-Mann, 1995; Holland, 1998; Kauffman, 298im, 1999; Sawyer, 2005;
Searle, 1992). Perhaps the feature of emergenthabaontributed most to this revival
Is its potential to explain how the various scienaad their objects relate to one another
without succumbing to the reductionist claim thed success of any one science — and
the causal effectiveness of its objects of studyplies the redundancy of others, or the
dualistic belief that the objects of one scienae lsa studied in isolation from those of
others. In the social sciences, a number of tmgkave identified emergence as a
concept with the potential to reconcile the stutithe social with the study of human
individuals.

However, many of those who have invoked emergeage Hone so without
careful and thorough analysis of the concept. Idddere are substantial divergences
of opinion on what emergence means, let alone howriks (Corning, 2002, p. 54).
Many philosophers of mind, most notably Jaegwon Kiave adopted (and criticised) a
strong concept of emergence drawn from the wotke®arly emergentist philosopher
C D Broad, which seems to have extremely limitepliaption (Broad, 1925; Kim,
1993). Complexity scientists and critical realists,the other hand, have mostly
adopted (and advocated) a weaker, relational, gdreéeemergence which | will argue
is much more useful.

Before we can apply the concept of emergence tgulestion of structure and
agency, we must first confront and resolve thegerdences of opinion on what
emergence is and how it works. The objective of thiapter and the next, therefore, is

to distinguish these various conceptions of emargdémm each other, evaluate their

0 This chapter draws on a number of previous paigder-Vass, 2005a; Elder-Vass, 2005c;
Elder-Vass, forthcoming, 2006).
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usefulness, and clarify the version of the contlegut | will be applying to the social
realm in later chapters. In the process, thesectvapters will distinguish my account of
emergence from others in the literature, and pete theoretical materials that will be
used in the later chapters to build the theoryoofad emergence.

This chapter will focus on the concept of emergeatsedf, developing an
account of the various factors that must be covbyeany theory of emergence, while
the next one will complete my account of the gelnttieory of emergence by examining
the realist theory of causation in a world chanastel by emergence. Both will
contribute to the evaluation of the strong andti@tal versions of the concept, the first
by explaining them, and the second by showing Hwelational version can address
the challenges of dualism and reductionism in trgext of a realist understanding of
cause.

This chapter will begin by looking briefly at thestory of the concept of
emergence, then it will engage more substantiailly thhe meaning of the concept,
which will lead into a discussion of the differesdeetween the strong and relational
versions. It will go on to introduce the conceptsnorphostasis and morphogenesis,
which are central to the realist understandingoégence, but also to criticise some of
the other claims made about emergence in the ré@disiture, notably the denial of its
compositional basis and the attempt that is sonestimade to substitute relations for
entities in a realist ontology. Finally, it willgtuss the question of levels of

stratification, which is often presented in a caeft and confusing way.

History of the concept

This first section, then, provides a brief overviefathe historical development
of the concept of emergence, in order to positignomn account of emergence in its
historical context. Arguably, there is as yet néirdéve history of the concept, but
there are several sources in the literature tlatigee more substantial accounts than the
one below, and this account draws heavily on tBeseces: (Blitz, 1992; McLaughlin,
1992; Sawyer, 2005, ch. 3).

Origins
The term ‘emergent’ was coined in 1875 by G H Levadsng with the term
‘resultant’, in a development of Mill’s distinctidmetween ‘homopathic’ and

‘heteropathic’ laws, which several writers haveniifged as the root of the modern
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concept of emergence (Lewes, 1874-9; Lloyd Mord&23, pp. 2-3; McLaughlin,
1992, pp. 59-65; Mill, 1900, p. 244-245). Despite Use of ‘laws’ where a
contemporary realist would write ‘powers’, parts\ifl’s brief discussion bear some
intriguing resemblances to recent realist accoah&nergence and causation:

the component parts of a vegetable or animal snbstdo not lose their mechanical
and chemical properties as separate agents, whenpéculiar mode of
juxtaposition, they, as an aggregate whole, acqhyeiological or vital properties

in addition. Those bodies continue, as before pb@yanechanical and chemical laws,
in so far as the operation of those laws is nohtenacted by the new laws with
govern them as organised beings. When, in shedneurrence of causes takes place
which calls into action new laws bearing no analtggny that we can trace in the
separate operation of the causes, the new lawte Wigly supersede one portion of
the previous laws, may co-exist with another portend may even compound the
effect of those previous laws with their own (MIROO0, p. 245)

Sawyer points out that both Mill and Lewes werduahced by Comte, whose
case for the new science of sociology rested aengatlof reductionism as applied to
the social (Sawyer, 2005, p. 38). In a separateldpment of Comte’s thought, Emile
Durkheim developed an emergentist approach to Eagipwhich as Sawyer has
argued, has been widely misunderstood (Sawyer,,2090). Durkheim clearly
thought in emergentist terms:

Whenever certain elements combine and thereby pepdiy the fact of their
combination, new phenomena, it is plain that thresg phenomena reside not in the
original elements but in the totality formed byithenion. The living cell contains
nothing but mineral particles, as society contaiothing but individuals. Yet it is
patently impossible for the phenomena characteritiife to reside in the atoms of
hydrogen, oxygen, carbon, and nitrogen (Durkhe®$41[1901] , p. xlvii)

And he clearly applied this logic to the social {dof'We assert not that social
facts are material things but that they are thimgthe same right as material things,
although they differ from them in type” (Durkheitt964 [1901] , p. xliii ). Given that
what Durkheim meant by ‘social facts’ has a gresl dh common with what we mean
today by ‘social structures’, this may be the fgtsttement of the core argument of this
thesis.

Durkheim, however, has largely been ignored bypthiiosophers at the centre
of the recent resurgence of interest in emergaheg;have been more influenced by
the early twentieth century British school of enentists, most notably C D Broad, C
Lloyd Morgan, and Samuel Alexander. These thinkemsed to emergentism in an
attempt to find a middle way between the doctrimegtalism and mechanism in
explaining the existence of life (Broad, 1925, ikhStephan, 1992, p. 25). Vitalism
asserted that physical bodies were alive becaesphysical elements were combined
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with a non-physical vital spirit, commonly calledtelechy, and it was the presence of
this mysterious entelechy that accounted for Mechanism denied the existence of
any such vital spirit, and insisted instead tHatwas nothing more than a consequence
of the set of physical parts that made up a lilindy — a consequence that would
ultimately be explainable completely in terms oféo-level laws. Vitalism, then, was

an extreme ontological dualism, whereas mechaniamanspecies of what we would

today call reductionism.

Revivals

Recent philosophers of mind have investigatedtthiking in a parallel attempt
to find a middle way between reductionistic phyksra and Cartesian dualism in the
study of the relationship between the body andhilmel. They have tended to take
Broad'’s ‘strong’ definition of emergence as theéarglard. This is unfortunate because
Broad has an unusually restrictive conception oérg@nce, as should become clear
below, where | examine Broad’s definition of emergein more detail (p. 33). Indeed
emergentism fell into disrepute soon after Broad jmablished his major work on the
subject, as new developments in physics showedtbaxamples upon which he had
rested his case were not in fact emergent in thagtsense he advocated (Broad, 1925;
McLaughlin, 1992).

Since then there have been a number of cyclesrfaleand neglect of the
concept, which are well documented by Blitz (1992)e dating of these cycles is a
little arbitrary, but the most recent cycle canhags be traced to work in the 1970s
which has directly influenced today’s emergentigkers (Blitz, 1992, ch. 13). Most
pertinently to this thesis, BhaskaAsRealist Theory of Scieneeas founded on an
emergentist approach to causal powers which he mr@art from the work of Harré
(Bhaskar, 1978; Harré and Madden, 1975), whileairalel the relevance of emergence
to the mind-body problem started to be investigateteuroscience and the philosophy
of mind (Sperry, 1969). More recently, emergencelie&come an important element in
complexity theory, although here the intellectudluences can perhaps be traced back
to von Bertalanffy and his general systems theBgrtalanffy, 1971, pp. 53-4).
Although there has no doubt been some cross-gatiiin, these three research
programmes have largely proceeded in parallel @aith other, with the result that there
are different (although overlapping) conceptiongmiergence and its foundations in

each of them. One of the objectives of this thissie synthesise the most valuable
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lessons from each of these research programmea Bitmle coherent view of
emergence.
We must begin this task by examining the basicasttaristics of the concept of

emergence.

What is emergence?

A basic definition

Put at its simplest, emergence is operating whehale has properties or
powers that are not possessed by its parts.

However, a number of clarifications and expansiirthis claim are required.
First, we must distinguish between synchronic aadhdonic conceptions of
emergence. As | pointed out in chapter one, lagesafemergencgenerally refer to
diachronic emergence, which denotes the first appea or initial development of
some new phenomenon. While this is important, arwkitainly complementary to the
synchronic conception, | shall generatigt use the wor@mergenceén this sense.
Instead | shall discuss this aspect under the labebhogenesitsee p. 46 below) and
focus on the synchronic sense of emergence, whictricerned with the relationship
between the properties and powers of a whole anuhitts at any single instant in time.

Secondly, we must clarify what is meantwlyolesandparts Both wholes and
parts in the basic definition above amities and the term&holeandpart therefore
describe roles played by particular entities irtipalar cases (an entity that is a whole
in one context can be a part in another). Entéresto be identified with objects or
things, although this does not mean that they acessarilynaterialthings — examples
include atoms, molecules, cells, trees, human iddals, theories, business
corporations, and armies. Any entity (except pesttap most fundamental material
particles, if there are such things) consists &dtzof parts that is in some way
structured, such that the relations between this pae more than merely aggregative.
There may therefore be collections of parts thatalodform entities, such as relatively
arbitrary constructs like “all the rice in ChinaCdgllier, 1989, p. 193). | follow Laszlo in
calling such unstructured collections of parts fefgLaszlo, 1972, p. 28). Now,
strictly speaking, all collections of parts, howesebitrary, have relations between
them — all material entities, for example, exereiggavitational force on each other —

S0 to be strictly accurate, we must define heag®bections of parts that lack
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significantstructure; | shall return to the meaningsjnificantin this context below.
Furthermore, an entity must have the quality osigéence, in the sense that it must
sustain its existence over a significant periotdroe. To summarise, an entity may be
defined as persistent whole formed from a set of parts ihaignificantly structured
by the relations between these parts

Thirdly, we must clarify what is meant bypeopertyor power A property is
some intrinsic aspect of an entity that can hagausal impact on the world. | use
intrinsic in order to exclude purely formal relations witther entities, such as ‘larger
thanx', from the definition of propertieS. Propertiesandpowersmay therefore be
regarded as synonyms.

Emergence occurs when a whole possesses one oemergent propertiesAn
emergent property is one that is not possessedygfahe parts individually or when
they are aggregated without a structuring setlatioms between them. Perhaps the
commonest illustration of emergence in the literaia the example of water used in
chapter one, which has been used to illustratepthiigt as far back as John Stuart Mill
(Mill, 1900, p. 243). The properties of water aleatly very different from those of its
components oxygen and hydrogen when these arendtised with each other in the
specific form that constitutes water. One canratgkample, “put out a fire with
oxygen and hydrogen” (Mihata, 1997, p. 31). Henagewhas emergent properties.
Another illustration is provided by colour: “Thell@ztive structure of bulk matter
reflects light at certain preferred wavelengthssthdetermine the color. Color is an
emergent phenomenon; it only makes sense for batkemi (Cohen and Stewart, 1995,
p. 232). Molecules — the parts of bulk matter -@ingdo not have the property of
colour; hence this property emerges from theircstmed combination into larger
wholes. These particular examples rest on thetybilithe entities concerned to interact
with other external entities (burning material digtit), or in other words, these powers
can only be exercised when and because therelaeaitities with corresponding
liabilities, but this is not the case for all powé&t Stars, for example, have a power to
emit radiation over a variety of wavelengths, imlhg visible light, and this power does

not significantly depend upon the liabilities ohet entities (except their parts).

11 See Sayer on ‘formal relations’ (Sayer, 1992.9). 8

12} am adopting a causal powers approach to causiaicn as opposed to a covering law approach.iJlais
question that will be discussed more explicitifhie next chapter.

13 Liabilities are described in (Harré and Madder5,%. 89) and below in chapter 3.
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Resultant properties

Emergent properties may be contrasted waultant properties- these are
properties of wholes thatre possessed by its parts in isolation, or in anruogired
aggregation. The classic example of a resultargeytyg is mass — the mass of a
molecule, for example, is the sum of the masssofdnstituent atonts.Similarly,
heaps (and entities) may have attributes like ggizg and average height that are not
possessed by their component parts, but thesel aiggaegative or resultant as opposed
to emergent properties, since they result fronsthmple addition of the properties of
the parts. A property that is resultant at onellevay be (and perhaps must be)
emergent at a lower level.

As Mill pointed out (though in different terms),ist entirely possible — indeed it
Is normal — for entities to have a mixture of enegrigand resultant properties. In
addition to their (emergent) ability to douse flanfr example, water molecules have
the resultant property of mass, which is a simplditeon of the masses of their
component atoms of hydrogen and oxygen. More géneaay whole that is composed
of parts must have certain statistical propertresreg from the grouping of its
components, such as various measures of size.hlles, therefore, whether emergent
or merely ‘heaps’ possess resultant propertiesefeqoerhaps fundamental particles, if
such things exist), and emergent entities arengjsished from heaps by having
emergent properties too.

It is less obvious whether it is possible for atitgrio possessnly resultant
properties. Ultimately this is a definitional quest since the answer rests upon
whether we choose to define ‘entity’ to includeeaigistent collection of parts that does
not have emergent properties as a whole — sagxtnple, a fence with a post box
attached to it. This brings us back to the diffeeshetween a significant and an
insignificant structural relation which came upthe earlier discussion of entities and
heaps. In order to distinguish between the twohagto define entities as possessing
significantrelations between the parts. If we make it theedon of significance for a
relation that it leads to the whole possessinguaalgpower not possessed by the parts
without it, then the fence-and-post-box is a heaprzot an entity. In this thesis | accept
this strategy, and so it now follows by definititirat all entities have emergent

properties or powers.

14 For a particularly thorough account of what it me#or a property to be resultant, or aggregatee, (Wimsatt,
2000).
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Relations and levels

This does not mean, however, that entities candpedsed with in favour of an
account in terms of properties or powers alonep@tges are not free-floating
phenomena; they always occur as the effects oftecplar configuration of lower-level
parts’® Mass, for example, can not exist except as a piyppéa particular thing. Now,
admittedly, if a whole is an organised set of paitgl each part is itself an organised set
of parts, then unless there is some lowest-lewegttvhich is nojust organisation, then
any entity can ultimately be decomposed into atetlations between relations.
Nevertheless, an entity remainseal and persistent set of relations between relations,
with causal powers that are irreducible to anytofawer-level decompositions (see the
discussion of reduction in chapter three). This setof relations is different from the
properties that depend upon it, and any attemelingnate the entities from this picture
obscures the nature of emergence.

It is often useful in discussing emergence, agkample in the previous
paragraph, to use the concept of higher and losweis, and | shall follow convention
here in treating wholes as higher level entitiesttheir parts or components, and vice-
versa. The terrhigher level entityhowever, is more general than the tevhole since
as well as being at a higher level than its ownspany given whole is at a higher level
than all other entities of a similar type to itstpaor their parts, and so on recursively.
Thus, a water molecule is a higher level entitywtha atom of any kind, and also a
higher level entity than an electron, a protonyarl, and so on. Similarly, any given
part will be considered to be at a lower level talirentities of a similar type to any
whole(s) it belongs to, and so on. In places RogdBhr seems to use higher and lower
level in the opposite sense to that used here, Bbaskar, 1978, ch. 3) but otherwise
the usage | adopt here seems to be universal.lébea’‘metaphor, however, can
sometimes be less than helpful. As Andrew Coll@n{s out, a ‘tree’ metaphor may be
more useful, although even this oversimplifiesgtracture of emergence (Collier,
1989, p. 45). However, there are further ramifmasi of the question of levels, and |
will return to these later in the chapter (p. 54).

First, however, we must discuss the differencesden two distinct variants of

the concept of emergence. Both variants are styaegiresented in the literature, and

15 Bhaskar clearly takes this view, e.g. ‘Most thiags complex objects, in virtue of which they possas ensemble
of tendencies, liabilities and powers,’ in (Bhask®78, p. 51)
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some of the confusion around the concept of emergarises from a failure to

distinguish between the two.

Strong emergence

| have already referred in chapter one to the neelistinguish between the
synchronic and temporal senses of the concept efgance; but there are also many
variations on the synchronic version of the concleptliscussing the work of Sawyer in
chapter five, for example, | will distinguish a fitionalist variant; but the two variants
that have dominated the literature are what | gtadlistrong emergencandrelational
emergenceSince the ternremergencés often used without qualifying which of these
senses is intended, misunderstandings can arsedethinkers who are using it in
different senses without being aware that thi®isTeere is thus some value simply in
clarifying the distinction. More importantly, tholigl will argue that instances of strong
emergence are rare, if they exist at all, andtti@value of emergence rests upon

adopting a relational sense of the concept.

Broad's definition of emergence

This section will begin the argument by descrikting strong version. This is
perhaps the original variant of the concept, mtesrty described in the work of C. D.
Broad:

Put in abstract terms the emergent theory as$etshere are certain wholes,
composed (say) of constituents A, B, and C in ati@h R to each other; that all
wholes composed of constituents of the same kil & and C in relations of the
same kind as R have certain characteristic pragertinat A, B, and C are capable of
occurring in other kinds of complex where the iielais not of the same kind as R;
and that the characteristic properties of the wiR{ie,B,C) cannot, even in theory,
be deduced from the most complete knowledge optbperties of A, B, and C in
isolation or in other wholes which are not of theni R(A,B,C). The mechanistic
theory rejects the last clause of this assertiond®, 1925, p. 61).

For Broad, then, a property of a whole is emergfahtannot be explained from
the properties of lower-level pa@sd their substantial relations with each oth&rn
this sense, a property canly be emergent if there i way of providing an
explanation of how it comes about as a result efitkeraction of lower level entities
and properties. Any property that was emergenuah s sense (if one existed) would

18| owe the term ‘substantial relations’ to Sayed92, p. 88): | use it here to exclude
comparative relations between the parts — for Bedigger than B, for example, plays no direct
part in constituting them into a particular kindvdfole.
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not just be autonomous of lower levels; it is & #ssence of this concept of emergence
thatno scientific explanation of the property would bespible. As Kim has pointed
out, Broad and other early emergentists saw emepgeperties as “nagxplainable or
reductively explainableon the basis of their ‘basal conditions’, the éovievel
conditions out of which they emerge” (Kim, 19996)p. Horgan, similarly, writes that
“there is no explanation for why emergent propsrteme into being, or why they
generate the specific non-physical forces theylthese facts are metaphysically and
scientifically basic... they are unexplained explasiiéHorgan, 2002, pp. 115-6). This
variant may therefore be labellstfong emergencleecause, unlike the relational
variant, it denies any possibility of explainingwhany given case of emergence
actually works?’

Broad illustrated his concept of emergence withmgxas drawn from
chemistry, which he saw as irreducible to phyditexe he makes the point using the
classic example of water:

We will now pass to the case of chemical compasitidxygen has certain properties
and Hydrogen has certain other properties. Theybawerto form water, and the
proportions in which they do this are fixed. Notpihat we know about Oxygen by
itself or in its combinations with anything but Hpgen would give us the least
reason to suppose that it would combine with Hydrogt all. Nothing that we know
about Hydrogen by itself or in its combinationshwainything but Oxygen would

give us the least reason to expect that it wouldliine with Oxygen at all. And most
of the chemical and physical properties of wateteh@ known connexion, either
quantitative or qualitative, with those of OxygerHydrogen. Here we have a clear
instance of a case where, so far as we can telpribperties of a whole composed of
two constituents could not have been predicted fadmowledge of the properties of
these two constituents taken separately, or frasnciimbined with a knowledge of
the properties of other wholes which contain tramestituents (Broad, 1925, pp. 62-
3).

Any supposed example of strong emergence, howsvaiways vulnerable to
the possibility that at some future time a redwetxplanation might be found for it. At
such a time, the claim to strong emergence woulgherate. Unfortunately for Broad’s
argument, this is exactly what happened to his @kasrfrom chemistry only a few
years after the publication of the passage quateel. As we have seen, the emergentist
philosophy as a whole lost credibility as a resatigl despite occasional attempts at

revival, remained rather marginal until the 198@sl(aughlin, 1992, pp. 54-5, 90).

" This usage aftrong emergencs drawn from (Boogerd et al., 2005).
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Viability

Perhaps the leading figure in the revival of indéfa emergence amongst
philosophers of mind has been Jaegwon Kim. Kimtaednany philosophers who have
been influenced by his work continue to define egaace in Broad’s terms — as strong
emergence. However, although he finds strong emeeg® be a logically coherent
concept, Kim is sceptical of the claim of strongeegence to provide a viable
alternative to dualism or reductionism (Kim, 1993).

There are two key reasons for this scepticismt,Hirseems unlikely that any
properties at all genuinely are strongly emergknn( 1999, p. 18). The whole
tendency of modern science has been to provide armarenore explanations of how
higher level phenomena can be explained in lowel leerms. Even where such
explanations do not currently exist, it tends tabsumed within the scientific world
view that this is due to gaps in our knowledgeeathan to the inherent
unexplainability of the phenomena concerned, and that suitable explanations will
be found at some point in the future. Kim tentdiihsiggests one group of properties
that may be unexplainable and hence strongly emergealia (Kim, 1999, pp. 9, 18).
But qualia are highly controversial propertiesheit own right, and it is not at all clear
why they should not be explainable.

A contrary view is offered by Nancy Cartwright alwhn Dupré, who have
challenged the presumption that all events areethasd thus explainable (Cartwright,
1983, p. 49; Cartwright, 1999, p. 32; Dupre, 2Q81.,157-69). Their argument implies
that events may be partially caused and partialgaused, and some support for this is
provided by the randomness (within strict parangtef quantum events. This implies
the possibility that there could be regularly appepemergent properties that can not
be explained strictly in terms of the effects dditlparts and their relations to each
other. In a sense quantum properties exhibit gatuire: although there is a lawful
regularity between causal factors and the proligslof quantum events, the
determination of the apparently random elemenngf@ven quantum event does not
seem fully causally explainable. Thus Cartwrigldésial of the ubiquity of cause could
constitute an argument for the possibility of sgigremergent properties. This seems
plausible when applied to random events, butntase difficult to accept when there
appears to be a regular empirical relationship betwthe properties of a whole and

those of its parts and their relations to eachrothe

D. Elder-Vass 35



The second reason for Kim’s scepticism is thatne/eome properties were
found thatwerestrongly emergent, it is not clear that strong yaece constitutes a
middle way between dualism and reductionism. Bitmatself insisted that strong
emergence could be an entirely natural phenomeBiarad, 1925, pp. 67-8). However,
natural or not, the existence of strongly emergeoperties would seem to represent an
ontological dualism. Strongly emergent propertias only exist when the relevant
lower-level parts are present (the A, B, C of Breatgfinition) in the relevant relations
to each other (the R), but Broad denies that thesgplainable by the interaction of the
parts and their relations. It this is an epistergimal claim, it is inevitably provisional
and constantly awaits refutation by the progressca@nce. But if it is an ontological
claim, as seems to be intended, then the assdnibisomething can exist without being
caused in some way by the presence of and reldbemgeen its parts seems to imply
that there is a realm of nature that is as disfioeh its physical base as the Cartesian
soul is from its body. Kim therefore suggests 8tedng emergence must inevitability
collapse either into dualism — if there really sii®ngly emergent properties — or into
reductionism — if and when those properties comaetexplained (Kim, 1999, p. 5).

Cartwright’s argument, however, also provides aptal response to this
critique. Dualism, as much as reductionism, asswanesrld in which everything is
fully caused: this is why it is necessary for folbwn dualists to posit some extra force
beyond those of the parts of a whole in order tmant for higher level properties.
Vitalism, for example, needs entelechy becaubett denies that life can be explained
by the effect of physical parésdfeels the need to provide some alternative causal
explanation for life. If the latter need is dispedsvith, then so is the need for
entelechy; if higher level properties are simplgxplainable because they are
uncaused, there is no need for some extra caugal taeyond the impact of the
physical parts. The possibility of strong emergemaiding a middle route between
reductionism and dualism in some particular casesat therefore be entirely ruled
out. However, strong emergence would seem to dpgyactice to relatively few part-
whole relations (if any), and hence it cannot ptdevageneraldefence against

reductionism.

Alternatives

A considerable body of work in recent philosophyrohd has sought to find
alternatives to strong emergence. Kim himself lead p great deal of attention to the
much weaker concept of supervenience. But if stemngrgence is too strong, then
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supervenience is widely felt to be too weak to pfewa response to reductionism (Kim,
2002, p. 59; Savellos and Yalgin, 1995, p. 6). Kimself seems to have ended up in a
position that has a great deal in common with whatl discuss below under the
heading ofelational emergencealthough he continues to think of ‘emergence’ as
meaning strong emergence, and so does not se@gamrhis own position as an
instance of emergence at all (Kim, 1998, pp. 11 W®anwhile, John Searle has
developed an approach to the philosophy of mintdakglicitly advocates a relational
variant of emergence (Searle, 1992; Searle, 1997).

There are also those, mostly it would seem philbsogpof science, who have
continued to pursue alternatives that fit the rezraents of Broad'’s definition of
emergence, and from time to time papers appeanicigithat certain types of case are
indeed strongly emergent (e.g. Boogerd et al., 28@%vman, 1996). There are as yet,
however, no well established examples.

Strong emergence, then, continues to be the prevedeiant of the concept of
emergence in the philosophy of mind, largely beeafghe historical reference back to
Broad and the early emergentists. But there arecsgs of anyone outside the
philosophy of mind adopting this definition, andé&ems to have extremely limited

potential as an alternative to reductionism andisiua

Relational emergence

Fortunately, there is a more promising variantraeegence. This is what | will
call relational emergenceThis is the predominant variant of the concepbrgst those
thinkers in the natural sciences — and most paatiguamongst thinkers in the
complexity tradition — who have invoked the conaafptmergence. In this section |
will describe the relational variety, but the respe to reductionism it implies will be

deferred until the next chapter.

The role of relations

The relational approach to emergence argues thestgemit properties arise
because ofhe particular relationships that hold betweenptes in a particular kind of
whole. In other words, the source of emergenclkastganisation of the parts: the
maintenance of a stable set of substantial relato@tween the parts that constitute
them into a particular kind of whole. Higher leegitities are not just a simple

aggregation of their component parts. A soup comgas the set of molecules that
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previously made up a pile of vegetables, for examiglstill a soup and not a pile of
vegetables. Instead, the composition of highertlemsties is astructuredone, in

which particular characteristic relations must hodédween the lower-level entities for
the higher-level entity to exist. These particutarlecules, for example, must be present
in a particular spatial arrangement to constitateats, potatoes, and the like, and it is
this set ofrelationsbetween the components of a higher level entay takes them

more than the sum of the parts — that constitiie®mergent higher level entity from
the lower level components.

The critical role of organisation as the sourcemkrgent properties has been
identified by authors in all the well-developeetdtures on emergence. To illustrate the
point, let me cite just a few of the many authol®vwave advanced this argument. In
philosophy, for example, Emmeche and his colleapa®s written: “What is ‘more’
about the whole is a specific series of spatialraondphological relationships between
the parts” (Emmeche et al., 1997, p. 106). Theosmientist Roger Sperry has argued
“The emergent properties of the entirety and thesl#or its causal interactions are
determined by the spacing and timing of the pataal as by the properties of the
parts themselves” (Sperry, 1986, p. 266). In ligksociology to complexity theory,
Smith has written “What defines such an emergeahpmenon is that it cannot be
understood merely as an aggregative product ofniiges or parts of the system but
arises though their organization. Interaction ofteds structures, forms that cannot be
understood through simple linear decomposition ®fstem into its interacting parts”
(Smith, 1997, p. 55). And complexity theorists lielland have stressed this same
point: “Emergence is above all a produce of couptedtext-dependent interactions.
Technically these interactions, and the resultygjesn, araonlinear’ (Cilliers, 1998,

p. 43; Holland, 1998, pp. 121-2). The crucial mpl@yed by theelations betweethe
parts has thus been recognised in all the magratiires on emergence.

Relational approaches to emergence argue not loalyhtgher level properties
are co-occurent with particular organisations afgaut also that these higher level
properties can bexplainedby such organisation. As von Bertalanffy put it:

The meaning of the somewhat mystical expressiewitole is more than the sum
of the parts' is simply that constitutive charasters are not explainable from the
characteristics of isolated parts. The charactesistf the complex, therefore,
compared to those of the elements, appear asdnesvhergent'. If, however, we
know the total of parts contained in a system &ed¢lations between them, the
behaviour of a system may be derived from the hehawf the parts (Bertalanffy,
1971, p. 54).

D. Elder-Vass 38



The relational argument for emergence, then, isitimbecause a higher-level
entity is composed of particular stable organisationr configuration of lower-level
entities that it may be able to exert causal infteein its own right. This doe®t mean
that the emergence of a higher level propertaissedy its parts or by their powers in
the usual sense of the term; emergence is a symchedationship between a whole and
its parts, whereas cause is a diachronic relatiavhich the powers of a group of
entities at one momenausallydetermine the events which follow at the next. The
point of emergence is that it is the way that eo$entities is related to each other at a
givenpoint of time that determines the joint effectytimave on the world at that
moment. Emergence, then, is a synchronic relatiwongst the parts of an entity that
gives the entity as a whole the ability to haveasgipular (diachronic) causal impact.
The relation between a whole and its parts is ghredation of composition, and not of

causation.

Mechanisms and reduction

Although this relation is not causal, we can newddss often explain how the
relation between the parts produces the overakteffndeed, this is thmechanisnthat
sustains the emergent property concerned. Retutaitige case of water, for example,
it is possible to explain why water has the propeftbeing liquid at certain
temperatures, why it has the property of beingds@tie) at others, and why its solid
form is less dense than its liquid form (unlike tmather materials), purely as a result of
the properties of hydrogen and oxygen atoms anddtte of bonds that form between
them (see, for example, Gribbin and Gribbin, 1999,84-7).

From the account so far it might seem that relati@mergence is thoroughly
reductionist, given its acceptance of the possyhitiat higher level properties can be
explained in terms of lower-level entities, thaioperties, and the relations between
them. Stephan, for example, has somewhat pejohatiescribed this variant of
emergence aseak emergencand argued that it is “compatible with reductidicis
approaches without further ado” (Stephan, 200Z9p. As | shall show in the next
chapter, however, this is far from being the ca$ere are certainly senses in which
relational emergence can be described as redustidmit there are many senses of
reductionism, and | shall argue that relational eyaet properties cannot be reduced in

the sense that matters.
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To summarise, it is the fact that a higher-leveitgms composed of particular
stable organisatiomf lower-level entities that gives it the possilibf exerting causal
influence in its own right. Only when this partiaukind of parts is present in this
particular set of relations to each other doestgbker level entity exist, and only when
this particular kind of parts is present in thistggalar set of relations to each other do
they have the properties and causal powers thathamcteristic of the higher-level
entity.

Not all possible arrangements of parts, howevdt,ngcessarily constitute
wholes with emergent properties. A higher-level ighe only emergent when it just so
happens that, when a set of lower level entitie®isrganised as to create it, the
resulting entity has a consistent causal impadtishaot a simple summation of the
impacts of its components. Now, the particular ehirgluences that any particular
entity type may exert, and the way in which thesprese of its parts in the required
relations produce these higher level effects, aratier for the particular science of the
case — we cannot go any further at the philosoplagal in explaining why particular
cases of emergence work.

Having said this, we may be able to make some gégations across broad
types of emergence mechanisms. One interestindignés whether there are
‘intrinsic’ and ‘extrinsic’ types of emergence meaciism. The explanation so far has
assumed that the behaviour of the higher levetyeistithe product of interactions
between its lower level components. Now, in pragtibe behaviour of all entities is not
purely internally driven but arises from interaasowith external entities. This does not,
however, pose a problem for the theory of emergesioee it ishe way that the entity
interacts with other entitiethat is the product of its internal structure. ribgic
emergence mechanisms, then, would seem to beautday definition*®

Granted, an entity’s internal structure will havesen over time as a result of
interactions with external entities. But the quastf how an entity comes to exist in
any particular form is a very different matter frohe question of what emergent
properties it possesses and how they can be egplansynchronic terms.
Nevertheless, it is an extremely important matiad it will be the subject of the
following sections, which introduce the conceptsnairphostasis and morphogenesis.

Both of these important terms were coined by Waigckley (Buckley, 1967, pp. 58-

'8 Collier has sometimes advocated a non-compositamwunt of emergence; this is criticised
below (p. 47).
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9), and have been introduced to the realist liteeabn emergence and further
developed by Margaret Archer (Archer, 1982; Arci&95).

Morphogenesis and morphostasis

So far, the argument has more or less taken tlstegxie of wholes for granted,
but in practice all wholes depend for their conéidexistence on the continuing
maintenance of their parts in the particular seetdtions that is required to constitute
the whole from them. We can express this by saiyiageach type of entity has its own
characteristic set a@fompositional consistency requiremeriier example, for a string
of DNA to exist, it must be composed only of certaorts of molecules, arranged in a
certain characteristic pattern. Although thereaaheige number of possible variations of
the arrangement of these molecules within thisaidtaristic pattern, there are certain
limits on the form that this pattern may take, argen a string of molecules falls
outside these limits, it is not DNA and does natgass the characteristic set of
properties of DNA. Every different type of entitgdha different set of such
compositional consistency requirements.

As a consistency requirement, composition is eclgiather than a causal
relation, hence it is both synchronous and nonrdettive — in this argument, we
have not explained the existence of the wholenterely assumed it, and asked what
the corollaries of this might be. It is merely ttgse that the existence of a whole at a
given time has as its logical corollary the simdtaus existence of a set of component

entities that satisfy its compositional consistereguirements.

The role of morphostatic causes

However, there is more to composition than thigities and their properties do
not simply exist at a given moment in time. Theyéhaontinuity over periods of time,
and explaining this continuity is an essential pérxplaining the existence of these
entities. The existence of an entity and its progemat any given time requires not just a
logical but also a causal explanation. Causal egian is diachronic rather than
synchronic and it is a genuinely determinativetrefeship, rather than merely a
consistency requirement: causal explanations slmwéhgiven state of affairs was
produced as a consequence of the combination shtaechanisms with previous
states of affairs (cause will be discussed in mmuohe depth in the next chapter). As

such, there is no single causal explanation ofpaniicular state of affairs, since this
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will inevitably be a consequence, not of a singlevpus state, but rather of a series of
previous states at different points in the pass & matter of judgement which previous
states of affairs we consider most relevant in@ayicular case, although it is common
to think in terms of the most recent change asrbst relevant cause. We might say,
for example, that a particular pen exists (or islenaf a particular material, or has a
particular weight, etc) because of the manufactupirocess that was used to make it.
This would be anorphogeneticausal explanation of the existence and propesfidse
pen — Buckley definesorphogenesias “those processes which tend to elaborate or
change a system’s given form, structure or std@etkley, 1967, p. 58).

Behind this event, of course, lie a series of athsuch as the previous design
and manufacture of the machines that made thetipemyringing of the materials to the
factory, and so on, which we tend to ignore in nodsiur causal explanations. What is
more important for the current argument, howegethat we also tend to ignore what
happensfter the most recent relevant change. Yet the existehttee pen at this
moment is caused not only by its original manufestbut also by the set of causes that
have kept it in the form of a pen ever since. Héocevery entity that continues to
exist for more than an instant, there must be ssghef causal factors that maintains its
stability. These factors providenaorphostatiaccausal explanation of the existence and
properties of the entity concerned — Buckley defmerphostasiss “those processes
in complex system-environment exchanges that temieserve or maintain a system’s
given form, organization, or state” (Buckley, 196758).

As has already been suggested, morphostatic caasd:ot be purely internal
to the entity concerned (i.e. they need not opgrately within and between its parts).
Thus, for example, the continuing existence ofaaet (certainly ‘as a planet’, and
perhaps even as a continuing entity at all) depapds the causal influence of the star
within whose system it exists. Likewise the conitiguexistence of an animal depends
upon the (internal) conscious activities of thenzali such as undertaking the activities
necessary to feed itself, but it is equally depehdeon the continuing existence of a
suitable environment — e.g. one with a suitableoarhere, level of atmospheric
pressure, and level of gravitational force. A matiarly important special case of
external causation in morphostasis is the needjethpy the laws of thermodynamics,
for complex systems to draw energy from their esrvvinents (Laszlo, 1972, p. 37;

Prigogine and Stengers, 1984).

D. Elder-Vass 42



Now, although it is clearly necessary for therbéoa morphogenetic
explanation of the coming into existence of anyegiwigher level entity, there is a
sense in which it is the morphostatic explanatmings continuity of structure that
provide the critical basis for emergence. Any nundiemplausible combinations of
lower-level entities may be brought about by a vasge of morphogenetic causes over
the course of time, but it is only those combinadithat have continuity of structure
that persist. Furthermore, it is only those comtams that persist which are likely to
have constantly repeated causal effects, and h@oeale the empirical material that
enables us to hypothesise the existence of an lymadgcausal mechanism. In
particular, it is only those entities that persitt are likely to contribute to further
levels of morphogenetic causation which bring altbetnext higher level of
emergence. It is difficult to conceive of a higharel entity whose components do not
themselves have a continuing existence of some sort

It is an entity’s morphostatic causes that endurentinues to meet its
compositional consistency requirements; this igpbranother way of saying that they
keep the higher level entity in continuous exiseeffom moment to moment. Now at
any time, it is possible that a more powerful magdnetic cause may overcome these
morphostatic causes for any given entity — sudh@®ffect of heat if | throw my pen
into a fire and it then melts and deforms. At {hasnt, the emergence of the higher level
entity is dissolved, and any point-in-time consisterequirements for the pen simply
lose relevance. It is the contingent ability of pluwstatic causes to resist such effects
that sustains the existence of higher-level estiied hence any emergent properties

they may have.

Varieties of morphostasis

Morphostasis as | have described it in the prevemgsion is an extremely
general phenomenon, and of course it takes a @iftéorm for every different type of
entity. However, there are some general types ophustatic relationships that we can
usefully identify, which help to illuminate somethie challenges involved in using the
concept.

There are three typologies of entity structure tigatggest are relevant here. The
first typology concerns the interchangeability lné pparts. On the one hand, some
entities may not be able to survive a change irckvbne token or instance of a given
part replaces another (as when a human body ‘sej@etorgan transplant, for example).
But on the other, instances of some parts in sohwes may change repeatedly over
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the course of their lifespan. The human body presidn example here too, in the form
of the constant replacement of skin cells (andedd®any other cells) by other
instances of the same type of cell throughoutifeeof the organism. Another example
is human social institutions, say for example a denmattic parliament, which remains a
parliament despite the regular replacement of nodiitg members at election time.
Holland illustrates the same type with an exampenfnatural science: “the standing
wave in front of a rock in a white-water river. Thater molecules making up the wave
change instant by instant, but the wave persishsragsas the rock is there and the water
flows” (Holland, 1998, p. 7).

The second typology concerns #steuctural rangeof any given type of entity.
Some entity types may have only one narrowly deffwiable form, with the
consequence that all instances of the entity anetichl (other than their positions in
space and time) — such as atoms of a given elefakémbugh even here isotopes
provide room for variation). These types have wirtmight call gpoint range Others
may have a more flexible range of viable forms.oak tree, for example, may be large
or small and may take on a broad variety of shagddsyugh there are certain
limitations on how that shape can vary if it iséled an oak tree. Such types have what
we might call ararea range And others may arguably have a variety of forha to
not necessarily form a single continuous range atwile might call anultiple area
range This latter type has some similarity to the cqa# a functional type, which we
will come across again when we look at Fodor's Sadiyer’'s arguments against
reductionism in chapter five.

And the third typology relates to the degree aictiral stability of the entity.
At one extreme of this typology, we hangid structures exemplified by certain
human artefacts such as buildings — in this casecantinued existence of the building
is usually implemented by maintaining its partaiicompletely fixed set of
relationships to each other over long periodsroét{(although even in this case | am
abstracting from such changes as the opening asthglof doors and windows). At a
slightly looser level of internal stability we haegclical structureghat maintain the
same parts in changing but closely constrainedadetdationships. An example here
might be an engine, where the same parts movenistieoned patterns while still
remaining an engine. Then, at the other extremeéhavechangeable structurem

which the relations between the parts may changetowe in a non-cyclical way,
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while the whole remains a whole of the originaldypas, for example, an oak tree
remains an oak tree despite growing enormously theecourse of its lifespan.

Note that changeable structures are only possikdatities with area ranges or
multiple area ranges, since otherwise any changeeistructure would take the entity
beyond its structural range and it would ceaseeta btructure of this type. The
converse, however, is not true: individual instanakentities with area ranges may
nevertheless be fixed structures, although diffeirestances of the entity type may vary
from each other.

Now all of these typologies have implications foe toncept of morphostasis.
The first merely helps us to illustrate the conceparphostasis has been sustained even
when a part has been exchanged for another tokine same type, as long as this does
not lead to some change in the properties of thigyexs a whole (e.g. death). Itis a
contingent question whether any given type of gmidn sustain token part
exchangeability, but morphostasis is entirely cstesit in principle with such
exchangeability.

The second typology provides a degree of flexipilit morphostasis, the
significance of which becomes clear when we comgliethird typology: where an
entity type has an area range of structural pdgbj rather than just a point range, it
becomes possible for the continuing existence egtitity to be compatible with
changes in the details of its structure over aogeoi time. We must make a definitional
decision on whether or not this is to be considenedohostasis. On the one hand, we
can read thenorphoof morphostasis as referring to an exact setra€stral relations,
in which case morphostasis only occurs when theiggestructure of an entity is
maintained, and the entity may continue to exispde a failure of morphostasis. On
the other, we can read theorphoas referring to the range of variations of streetu
corresponding to a particular entity type, in whagtse morphostasis is compatible with
changes in the precise structure that fall withmarea of structural possibilities for that
type of entity. One solution would be to label #has two distinct variants of
morphostasis, which we might callecise morphostasendtype morphostasis
respectively. Generally, however, | shall assuna¢ tiorphostasis means the former of
these: the maintenance of a precise structuretower The consequence of this is that
where entities are changeable, as most of thoseara to social theory will prove to
be, their continued existence is not simply thedpod of morphostatic causes, but the

outcome of an ongoing interplay between morphastatd morphogenetic causes.
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Morphogenesis

As we have seen, morphogenetic causes are thddaitigaabout or change the
form or existence of an entity. We have alreadgied on some aspects of
morphogenetic cause — such as the difficulty ofiifgng a specific cause dlse
morphogenetic cause of an entity in a causal hist@t inevitably stretches back over a
whole series of prior events, and the ongoing piésror even conflict between
morphogenetic causes that are tending to alteestraly an entity and the morphostatic
causes that are working to preserve it in its eurfem. This section will examine this
latter interplay in a little more detail.

In general, morphogenesis encompasses processds (@hicontribute to the
initial development or creation of any entity; gl contribute to the subsequent
modification of its form within the structural ram@f the entity type. There is a
continuum between the second of these and thosegses which tend to take an
entity’s form beyond the structural range of itgsdy These are also processes that alter
the form of the entity, and hence may be considererphogenetic, but their effect is to
bring the existence of the entity to an end. Thag/ipe entirely destructive, as when an
entity is materially reduced to some aggregatésgbarts, or it may be simultaneously
creative and destructive, as when the entity rssfaamed into some alternative type of
entity at a similar or higher level of organisation

The structures that concern us in social theoryarerallydynamic structures
that maintain themselves, not in a stable intem@lationship, but by constantly striking
a balance between internal parts and relationsatieain tension with each other. This is
how Laszlo characterises social structures, whechdys “adjust and adapt, maintaining
themselves in a dynamic steady state rather thanerof inert equilibrium” (Laszlo,
1972, p. 46)° Such structures contain within themselves thentiatefor change; if
their normal state is a dynamic one, then a changeeir environment may lead them
to adapt by moving to a new point of dynamic edpuilim, or indeed by moving
without finding such a point at all. This may l¢adne of a variety of outcomes:
convergence on a variable but constrained pattermtjnuing adaptive steps over a
period of time, or collapse of the structure. latsgystems, there is a constant interplay
between morphostatic and morphogenetic causes.

As Buckley puts it,

19 Although not all dynamic structures are socialstimological systems, for example, are also
dynamic structures.
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Thus, the complex, adaptive system as a continemtigy is not to be confused with
the structure which that system may manifest attemg (a persistent error or
ambiguity in Parsonian theory). Making this distion allows us to state a
fundamental principle of open, adaptive systelResistence or continuity of an
adaptive system may require, as a necessary condithange in its structure
(Buckley, 1998, p. 86).

Buckley emphasises in particular that in such #&esysvariation or deviation is
not abnormal and disruptive but normal and indessetigtial to the continuing survival
of the system (Buckley, 1998, p. 71).

The concepts of morphostasis and morphogenesis, dhe capable of
elaboration and combination in ways that enablt®start describing complex adaptive
systems that are reminiscent of social structunggarticular, such systems demonstrate
an intriguing interaction between equilibrating ahstequilibrating causal factors,
which suggests that social theory based on thg/sisalf such systems may be able to
overcome one of the problems typically attribut@darsonian social systems theory —
its focus on social stability to the point of damyimechanisms for social change. This
is a benefit that is very clear from Archer's masgknetic approach to emergent social
systems (Archer, 1995; Archer, 1996a).

In the meantime, however, this analysis of morpdmistand morphogenesis
provides us with the tools to address one miscdimepbout emergence that can be
found in the critical realist literature — the leélihat emergence is not necessarily a

higher-level product of the relationship betweemhele and its parts.

Emergence is based on composition

The composition of entities by their parts is cahto the conception of
emergence advanced in this thesis, as it has beerthie earliest versions of the
concept. McLaughlin, for example, tells us that,

According to British Emergentism, there is a hiehgrof levels of organizational
complexity of material particles that includesascending order, the strictly
physical, the chemical, the biological, and thecpgyogical level. There are certain
kinds of material substances specific to each leMedl the kinds of each level are
wholly composed of kinds of lower levels, ultimatelf kinds of elementary material
particles(McLaughlin, 1992, p. 50)

Most emergentists have continued to take the vaéasw,do, that the concept of
emergence is inherently compositional. By this bBm#éhat any higher-level entity (and
its emergent properties) is dependent upon a ¢afeof lower level entities in the

sense that (a) they are the necessary componéstgbdine higher level entity; (b) each
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emergent property of the higher level entity isategent upon (but not eliminatively
reducible to) the properties of these parts; ah@gdch emergent property of the higher
level entity, in the sense of a power or tenderecypt dependent upon the properties of

other entities that are not such parts (althougtealy be so dependent for its realisation).

Critical realists and composition

At times critical realists have adopted a composil definition of emergence,
yet at other times they have seemed to deny swuEwa Let us begin with some
examples of the compositional approach. Andrewi@olfor example, has written
“Bhaskar is explicit about the reality of the coexity of complex entities, whose
powers are ‘emergent’ with respect to their compisie(Collier, 1989, p. 51).
Elsewhere he writes:

As against atomism and holism, Bhaskar's emergiecey allows us to conceive of
real, irreducible wholes which are both composepanfs that are themselves real
irreducible wholes, and are in turn parts of langboles, with each level of this
hierarchy of composition having its own peculiarcmenisms and emergent powers
(Collier, 1994, p. 117).

Yet elsewhere Collier has denied a compositionebat of emergence, and
Bhaskar has sometimes seemed ambiguous on theéoguéstt me discuss Collier’s
argument first. Elsewhere {ritical Realism for example, he argues “that many
(though not all) cases of rootedness-emergenctardaare also relations of
composition” (Collier, 1994, p. 116). The basidtué “not all’, however, is clearer in
his earlier work:

A level of mechanisms depends unilaterally foeisstence on lower levels — that is
what it means to call it ‘higher’ and to call thdower’. Oneway in which a
mechanism may so depend, is that it is a featustro€turata that [they] are
composed of structurata governed by the lower-lmathanisms. But that is not the
only way it may so depend. Language is composeaihos, not of people, but it is
dependent on there being people, and people bewvaymed by certain (biological,
etc.) mechanisms. So there will be more strataerhierarchy of vertical causality
(dependence and emergence) than in that of congpusit

| think it is true that the human body is a struatum with different elements from
those of the mind (i.e. on the one hand, cellgherother, cathected intentional
objects) and that, in the hierarchy of dependendecanergence (vertical causality),
there are two intervening levels (society, langyagiace these depend on the bodily
organism, and are conditions of the emergence o bliier, 1989, p. 9gf°

Collier's argument appears to be that entities sisclanguages and minds do

not emerge only from their parts but also from othéngs that are not their parts, since

20 Note that ‘structuratum’ is synonymous with ‘eyititAlso see (Collier, 1994, p. 133)
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their existence (or perhaps that of their emergemters) depends not only upon their
parts but also upon these other things.

There are at least three possible interpretatibtii®argument, and we must
consider each in turn.

First, he may be arguing that non-compositionaldolevels may have been
essential causes in the initial development — thehdonic emergence — of the higher
level. Certainly it is true that the causal histofyany given type of entity is likely to
include a vast range of entity types that are tsgparts. This, however, is completely
irrelevant to the question of whether or not thétgcurrently possesses emergent
powers and to how those powers emerge in the sgnichsense. If this is Collier’s
meaning, then he appears to be conflating diacbrmil synchronic emergence in this
account — or, to put it differently, conflatimgorphogenesiwith themechanisnof
emergence itself. The useisfin “language... is dependent on there being people”,
however, suggests that this is not his intentfon.

Secondly — and this seems the most likely integpi@t — he may be arguing
that non-compositional levels may be essential@&aussustaining the continuing
existence of the higher level. Again, it is truattthe continuing existence of any entity
is likely to depend causally on a vast range otiestthat are not its parts. Indeed, such
dependence relations are far more widespread tbHiei treatment suggests. Many
biological organisms, for example, cannot exishwitt a breathable atmosphere. Rivers
and oceans cannot exist without the gravitatiooald of a planet. Many people in the
contemporary world could not continue to exist withthe set of technologies that we
depend upon for our food and other material ne@dsonce again, this is completely
irrelevant to the question of whether or not artggurrently possesses emergent
powers and to how those powers emerge. It is, agae, only if ‘emergence’ is given
something like the diachronic sense rather tharsyhehronic sense, that it makes any
sense to say that an entity or property or powesrgas from the entities that contribute
to sustaining its existence but do not interagirtavide its powers. On this reading,
Collier conflates thenorphostaticcauses of an entity with the mechanism of
emergence.

The third possible interpretation is that Coligthinking here of the role of

non-compositional levels in the mechanisms of eererg themselves — although his

2L Although it is arguable that this statement onbkes sense as an account of diachronic emergénce Janguage
could continue to exist in books, films, and theleven if people ceased to do so.

D. Elder-Vass 49



use of ‘existence’ in the first of the two quotaisctabove seems to conflict with this.
Here we could read his argument as an assertiothin@mergent powers of a certain
type of entity E) can only appear when not only the partgofonfigured in the way
characteristic oE, but also certain other entitids)( external tdE, and in a particular
set of relations t&, are also present. This is a different claim tthenclaim that these
other entities are essential to the morphostadis sihce the morphostatic relationship
is a diachronic, causal one, whereas the relatiprisat | am now discussing is a
synchronic one.

Such a claim is clearly true when the property@ngr in question is the ability
of anE to affect the='s concerned — the power of water to put out g foeexample,
cannot be exercised unless there is a fire to putldis sort of case is usually dealt
with in critical realism via Bhaskar’s argumentttisausal powers can exist unexercised
if the conditions of their exercise are not met] &neating the presence of ras such a
condition — and also by treating such cases astaraection between the causal powers
of anE and the causal liabilities of &n(where a liability is merely a passive type of
power — a power to be affected in a certain wagthef these approaches imply that an
E and ar each have a relevant causal power, and that esadsactual causation the
effect that follows from these causal powers willyobe realised if both the
contributing powers are present. On this accohetr¢alexistenceof the relevant
emergent property d is not dependent on any external entity, but only itsialct
exerciseand hence this would seem to sustain a compoaltaccount of emergence.

A more complex version of the argument resultsafsuggest that a property of
E might depend on the synchronic presence d¢f amen though the exercise of the
property doesot affect theF directly. This is a problem only if there reallseasuch
cases (and where these cannot be resolved byfidegtihe existence of a third entity,
composed of ai and arF, that is the real possessor of the propeffyljhe role of
society with regard to the emergent powers of omdrdoes not seem to be such a case
— social entities clearly affect our behaviour, they do so through the intermediate
step of contributing causally to our knowledge elidfs. This represents a
morphogenetic effect on the structure of our bramsds and not a synchronic
dependence of our mental powers upon social estitie seems entirely possible,

therefore, to see mental powers as emerging sifrly human bodies (see, for

22 The ‘third entity’ point was suggested by an armnys reviewer for thdournal of Critical Realism
2 This does not mean | am denying synchronic emémmners to social entities — see (Elder-Vass, BP05
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example, Archer, 1995, p. 102), or more specificab emerging from the
configurations of neurons that underlie our knowkdnd beliefs.

It is certainly true that establishing the hiergrofi emergence mechanisms that
underlie language and mind (if the latter is a ukedncept at all) is a challenge that
still requires further work, and Collier's argumeéstlearly motivated by an attempt to
meet this challenge. It is also possible that tireosition relations that underlie these
entities may be unusually complex. However, themo necessary reason to believe at
the moment that the resolution of these problentis@juire a non-compositional

account of emergence.

Intrastructuration
A second argument that appears at first sight ty dee compositional basis of
emergence appears in Bhask#@ialectic, where he argues that emergence

consists in the formation of one or other of twpey of superstructure (only the first
of which has generally been noted in the Marxisiocg, namely, by the
superimposition (Model A) or intraposition (Mode) 8f the emergent levein or
within the pre-existing one superstructuratioror intrastructurationrespectively
(Bhaskar, 1998a, p. 599).

Although here he talks in diachronic terms of therfation of structures and
thus in terms of morphogenesis, the argument gl@aplies that these structures
continue to exist and possess synchronic emergaverg. A similar argument is
expressed in directly synchronic terms by Bunge:

P is anemergenproperty of a thing b if and only if either b i€amplex thing
(system) no component of which possesses P, oamiisdividual that possesses P
by virtue of being a component of a system (i.e0oild not possess P if it were
independent or isolated) (Bunge, 1996, p. 20).

The former case would seem to correspond to supetgtation, and the latter
to intrastructuration. Bunge’s formulation, howeMeais the merit of making clearer that
there is still a compositional basis to intrastmuation: in such cases, the properties of
an entity are altered as a consequence of it hdagogme part of a particular type of
whole. Here, these new properties of the parttlt@ £onsequence of the composition
of the whole by its parts; all that is differendrin the usual case of emergence is that it
appears to be the part that is exhibiting a diffeproperty rather than the whole. Bunge
argues, for example, that atoms change their fomanwhey become parts of a
molecule, rather than simply being held togetheitevietaining their previous form

(Bunge, 2003, p. 12). A more significant exampletf® purpose of this thesis would
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be the case of human beings who become parts ahisagions, and whose causal
powers are changed as a result of them adoptiolp anrthe organisation.

Despite its advocacy by both Bhaskar and Bunge¢ same doubts about the
concept of intrastructuration. What is at issueehgthe question of whether a property
of an entity that is the consequence of it being plga larger whole is really a property
of the part at all, or whether it is just a progest the whole that happens to be
localised in some respect within the part. Whaeisn in Bunge’s account as a property
of an atom which has become part of a moleculegXxample, might be better
represented as being a property of the molecidH.itBhis makes no difference, of
course, to the argument that such changes in grepean occur, nor to the argument
that they remain consequences of the compositidheofvhole by its parts.

Neither Collier’'s concerns, then, nor Bhaskar'sjenmine the compositional
account of emergence. And the compositional accalgnthas a number of
epistemological advantages over Collier’s altexmatFirst, it maintains a clear
relationship between emergence and its primaryrétieal usage: to maintain the
tenability of a stratified view of reality in thade of eliminative reductionist arguments.
Second, it maintains a degree of simplicity andckerlarity to the concept of
emergence that makes it easier for us to under#atiteoretical role. And third, a
more detailed compositional account of emergendeemd possible for us to
understand how emergence works in practice, asigsied elsewhere in this chapter.
None of these arguments, of course, constitutediait® proof of the compositional
account of emergence. But | believe this sectiandigered good grounds, both
ontological and epistemological, for holding thenpmsitional view.

We cannot substitute relations for entities

A related confusion in some accounts of emergenteei view that the
significance of organisation or relations is s@éathat we should substitute relations
for entities in our accounts of the world — or loé tsocial world, at least. Bhaskar, for
example, in his essentially emergent account ofvibwéd, seems to do this when he
turns to the social world, citing Marx: “societyatonot consist of individuals [or, we
might add, groups], but expresses the sum of taéars within which individuals [and
groups] stand” ( from the Grundrisse, quoted indkaa, 1998b, p. 26 — the internal
comments are Bhaskar’s). Collier writes of “so@st{composed as they are of relations

between people, and ramifications of those rela)iofCollier, 1994, p. 145). The claim
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that societies are composed of relations rather ithdividuals, however, seems to me to
confuse the issue. As we have seen, emergenceeripht each higher-level entity is
composed of lower-level entities, but not just ofumrelated collection of lower-level
entities. Rather, that collection of lower-levetiges is structured by the set of
relationships between them. These relationshipg exisbit systematic organisation of
some type — structure — for emergence to be pes#Msl Collier himself says, “The
latticework of relations constitutes the structafésociety’ (Collier, 1994, p. 140).

But it is one thing for the latticework of relat®ito constitutetructure(i.e. the mode

of organisation), and quite another for those i@tatto be seen as tparts of higher-
level wholes.

It is worthwhile in this context revisiting the dmation of the same principles
to natural science. Molecules, for example, arergard from the organisation of
atoms. Molecules are composed of atoms, but ndbrarunrelated collections of
atoms; they exist only as a result of stable astesyatically organised inter-relations
between the atoms that compose them. Those redatmwstitute thetructureof the
molecule, while th@arts of the molecule are the atoms themselves. There @bvious
reason why we should not treat social entities paallel way.

Now it is true that Marx useelation, at least sometimes, in a different sense to
that | have employed here, and presumably BhasKatlowing him in this usage. As
Ollman points out, Marx uses “the term ‘relation’tivo different senses: first, to refer
to a factor itself, as when | call capital a redatiand also as a synonym of ‘connection’,
as in speaking of the relation between differeotdies” (Oliman, 2003, p. 26). Oliman
defends the first usage as follows:

Most modern thinkers would maintain that there cafe relations without things
just as there cannot be things without relatiomsngds, according to this
commonsense view, constitute the basic terms d¢f edation and cannot
themselves be reduced to relations. However, thjection only applies to Marx if
what he is doing is caricatured as trying to redhegterms of a relation to that
which is said to stand between them. But his isamcttempt to reify ‘between’ or
‘together’. Instead... the sense of ‘relation’ itdedfs been extended to cover what is
related, so that either term may be taken to esgveth in their peculiar connection
(Oliman, 2003, p. 36).

Thus, in this usage, (I shall follow Ollman in dafising the ‘R’ to distinguish
this kind of Relation from the commonplace relajiarRelation includes all parties to it
plus the connection between them. But my argumeoweimplies that this is logically
equivalent to an emergent entity at the next hidggnezl of structure. In the example of

the molecule, the Relation that includes its comstit atoms and the relations between
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them is nothing more nor less than the molecuddfitslow, admittedly, we could
construct Relations that did not constitute emergaetities, but merely arbitrary
collections of things and their connections, sustttee first three people in a bus
queue’ or ‘the hydrogen atoms in my desk’. But sRefations have no substantial
explanatory value, precisely because theypalxonstitute emergent entities. There
therefore seems to be no value in distinguishinigti®as from entities in an emergent
account of reality: Relations as defined by Ollmeamg as sometimes used by Marx and

Bhaskar, simplyare entities.

Stratification and branching

Once we have recognised that our universe is ptgzliaith entities composed
of parts, which are themselves in turn composquhaf, and so on down to the lowest
possible level, it is natural to think of theseites in terms of higher and lower levels,
with each level consisting of entities composednftbe entities at the next lower level.
It is then a common step to identify these levath whe different sciences that study
them. In this conception, the universe as a whafeb® seen as a nested set of domains
characterised by emergence of the explanatoryientf one domain from those of its
‘root’ domain, and science as divided into distisciences to explain the behaviour of
the entities in each domain.

Indeed, this is a widespread interpretation ofsiepe of an emergent universe.
We have already seen that the early British emeisierthought in this way (see page
47 above) (McLaughlin, 1992, p. 50). Similarlytwal realists like Bhaskar and Collier
talk explicitly in terms of nature being stratifigdthis way (Collier, 1989, p. 45§.Kim
is repeating an accepted view in the philosophyioid when he describes “a layered
world, a hierarchically stratified structure ofvigs’ or ‘orders’ of entities and their
characteristic properties” (Kim, 1993, p. 9). AnddRley is reflecting the general
systems theory from which contemporary complexigory grew when he says that

A systems view of reality allows one to see th& mhade of successive layers of
bonded elements, each layer with properties emefgen the previous one... The
challenge of science is to understand the natutieesk particular bondings or
interrelationships, and that of systems scienceaailty is to unravel the way in
which new properties emerge at each level to csta dynamic whole able to act
as a unit (Buckley, 1998, p. 78).

2 Collier refers to a “tree’ of sciences” but themmediately provides a classification that is an
ordered hierarchy of levels (Collier, 1989, p. 45).
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Now, in many respects this is a useful and readenady to depict an emergent
world (and | shall continue to talk in terms oféév from time to time), but the layered
model does need some qualification. This sectidhprepose some improvements to
the simple ‘layered’ model, but | begin with a cexitin which a layered model does

indeed make sense.

Internal layering
One implication of emergence is that entities weithergent properties or powers

are themselves composed of other such entitieghvdre in turn so composed, and so
on? A plant, for example, consists of cells, the cetissist of molecules, the
molecules consist of atoms, and so on. Any giveityethen, can be seen as internally
stratified into many different levels or layerscikdevel representing sets of parts that
are combined into the entities at the next level up

Now, for most purposes, when we discuss any gingityave are in the habit of
ignoring the role of its parts. To treat an enitityhis way is to take what | propose to
call alevel abstractediew of it — i.e. a view that considers the efeaf the whole
entity in isolation from the existence or effectsts parts. | argue, however, that for
other purposes we sometimes need to treat a whotg quite explicitly as a stratified
ensemble of parts at various ontological levelss T$to take what | call downwardly
inclusiveview of the entity. These two terms are illustdaite Figure 2.1 below.

Here, L1 represents the highest level of a whdle eontinue the example, a
plant. L2 represents the first decomposition ofele into its parts — in this case,
perhaps, the cells of the plant, and the relatimi®/een them that constitute them into a
whole plant. L3 represents the next decompositibere, the molecules that make up
the cells and the relevant relations between thferd.the pyramid may continue
downwards, until its base is lost in the mists af imited understanding of sub-
quantum science. Of course, a plant is not mad# thee whole planplusits cellsplus
its molecules, and so on; each of these levelesepis a different decomposition of the
same whole; it is only our view of the plant thaishsometimes encompass the
recognition that the whole plant is simultaneowesgh of these different

decompositions.

%t is not clear in the current state of sciencethbr this nesting proceeds indefinitely or
whether there is some lowest level of entity thditaventually be reached in this series of
progressive decompositions. We can ignore thistgquretor the purposes of the argument
presented here.
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Downwardly
inclusive
view

Figure 2.1 — Internal stratification

In considering any individual entity, then, it miag useful to represent its
structure as a number of layers, each being a ssieeedecomposition of the whole
into its parts. However, we must take care withl#yer metaphor even here. It may
seem that we can divide the parts and their paits geatly into layers without any
branching out into different entity classes as wa&lgwn. But it is quite possible for the
components at the next layer down to belong torsédéferent classes, so that there is
a kind of inverse branching — rooting, perhaps wasnove down the hierarchy of an
individual entity’s parts and sub-parts. Granted,may then find a recombination of
these downward branches when we arrive at sonteeahbre fundamental physical
particles; nevertheless, the idea that there amenbiguous layers of structure even

within a single entity must be treated as a udefil rather than an article of faith.

Branches not layers

However, when we turn from individual entities tiesider the whole set of
entities that populates our universe, the ideatoata’ or levels becomes even more
misleading. The key problem is that above any glegal it is possible that a variety of
different classes of higher level entity may emegggch of these classes may behave in
a significantly different way. Thus, for exampletih meteorology and plate tectonics
study entities that emerge from various types gfegations of molecules — as does
biology. It is therefore more accurate to see esmrgeality as branching in a tree
structure than as layered in homogeneous stratasd @ different metaphor, sometimes

emergence is seen as producing a series of ‘nagbatiins — but it is not a ‘Russian
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doll’ type of one-in-one nesting; sometimes theeanumber of higher domains
nested inside an individual lower domain.

We can make the argument a little clearer. Let seethe word ‘classes’ to refer
to groups of entity types that all emerge by simiteechanisms from similar sets of
lower-level entities. Such a class constitutesamti of the tree of emergence, and is
divided into types. Thus, for example, atoms actass of entity, while hydrogen atoms
and oxygen atoms are types within this class. iBrtiodel of ‘stratification’, there is a
clear ontological basis for the existence and deatam of each domain: each domain,
each branch of the tree, corresponds preciselyctasa of entities.

But it is common in stratificationist accounts torp many different classes of
entity together into a single ‘layer’ and to assutreg each of these broad layers is a
coherent emergent unit. The criteria for identifyimhat classes of entities belong in
any given level are rarely specified or given aost sf theoretical justification. But
despite this, some authors see emergence prinaardyrelation between levels.
Emmeche et al, for example, talk quite specificafiyhe emergence of primary levels
and sublevels, and seem almost reluctant to atiatiindividual classes of entities also
emerge (Emmeche et al., 1997, pp. 91-2, ¥0Bargue, by contrast, that emergence is
a relation between entities, not between leveld,@nce that emergent domains,
whether branches or levels, are merely collectairentities that share a common type
of parts, and hence such domains are secondaryeaivéitive concepts, to the extent
that they are a useful concept at all.

By contrast, stratificationist logic leads to oddims such as ‘a physical effect
may only be the result of a physical cause’ — wiat refers to as “the causal closure
of the physical” (Kim, 1993, p. 192). This is phedsas an ontological restriction on
causation that seems to mean that all causatioorizontal i.e. it occurs within a
particular level. | shall discuss this sort of nfainore generally in the next chapter, but
the point here is that there is no ontological ©&i believing in such a restriction. If
emergence as such implied, for example, that sow@ttutions cannot affect human
individuals (which it does not!), then it would alsnply that human individuals cannot
affect cells, cells cannot affect molecules, andetwes cannot affect atoms. But
advocates of ‘causal closure’ seem to imply thatiea in different branches within

‘the physical’canaffect each other, while entities in other levaanot affect

%6 Occasionally Collier also seems to imply thasittie emergence of levels that is primary, e.g.
(Collier, 1989, p. 102).
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‘physical’ entities. There is no obvious ontologdibasis for such a claim, other than
sheer metaphysical prejudice — a disease we with@mter in further guises in the
discussion of reductionism in chapter three. Batghactice of lumping a variety of
emergent domains together into broadly definedl$estech as ‘the physical’

encourages such confusions — and this is an exiyemaespread habit.

Levels and disciplines

Part of the motivation for this habit seems to lakesire to identify ontologically
emergent levels or domains with particular scientfsciplines (see, for example, my
quote from McLaughlin on p. 47 above, and (CollI&989, p. 45)). There is certainly
some sort of relationship at work here, but itleacthat there is not a consistent one-to-
one mapping between branches of the ontologicalanel particular disciplines. More
typically, a discipline, at least in the naturaksces, will address the explanation of a
group of closely related entity classes, althoughtdisciplines may map more closely
onto individual classes. “Physics”, for examplegxsremely broad in this respect
(ironically, Emmeche et al recognise this: 199Q1. Thus, a single discipline will
often relate to a number of entity classes, witalatively arbitrary boundary defining
the group of classes it studies. Indeed, it sedassible to suggest that the real
relationship between ‘levels’ and disciplines rimgrecisely the opposite direction
from that suggested by stratificationist thinkéhsit so-called ‘levels’ are defined in
practice by identifying the classes of entity thappen to be studied by a particular
discipline, rather than on the basis of an ontaalgcriterion.

Even if we accept the argument that disciplinesetones study sets of entities
that can be bounded on the basis of some objeatitcdogical criterion, it seems that
the sciences, like entity classes themselves,iaiged into a branching pattern rather
than a stratified pattern. As my earlier commentr@teorology, plate tectonics, and
biology makes clear, the branching metaphor mocarately reflects the shape of our
sciences.

The shape of the tree of sciences also diverges tine shape of the tree of
emergent entities, though perhaps in a differeryt, wéaen we arrive at the social. It is
clear, for example, that anthropology deals witr@up of classes of social entities that
overlaps substantially with that addressed by $0gio while the set addressed by
sociology overlaps in turn with the sets addressepolitical science and economics. In
the social sciences, then, the divergence betweetwio trees mostly arises from the
substantial overlapping between the entity claststied by different disciplines.
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There is also a great deal of confusion over host teedraw the boundaries
between domains or levelsthin the social. Two examples are instructive. Harvey a
Reed (following earlier systems theorists) pileratmer arbitrary sections of social
theory to identify no less than fourteen nesteeleof social emergence (Harvey and
Reed, 1995, p. 307). Brante, on the other hanernaltes levels composed of entity
classes with levels composed of relations betweéhes — an approach that my earlier
comments on Ollman’s Relations demonstrates tad@herent (Brante, 2001, pp. 178-
180). What both accounts have in common is theralesef clear, theoretically
coherent criteria for identifying what constituetevel or a branch. | will argue, against
both, that we can only construct a viable modedrakrgence in the social realm by
identifying domains on the basis of the entity séssthat emerge at each point in the
structure. Furthermore, as in the more general @asienple layered structure can not
do justice to the nature of the interactions betwibe different classes of social entity

and hence we will require a branching model.

Conclusion

This chapter has elucidated the dominant conceptidbemergence in the
existing literature by briefly examining the histaf the concept and by explaining the
distinction between strong and relational versioihthe concept. Strong emergence, on
the argument presented here, may occur in a restniange of cases, although it may
not occur at all. It certainly does not providgemeralargument that can refute attempts
to eliminatively reduce the social sciences andbonstof social structure or indeed
human agency. Relational emergence is more progyiburt | have not yet presented a
decisive explanation of how it provides a viablkeadative to reductionism; such an
account depends upon a more thorough analysisusedaan has been possible so far,
and providing this will be a key objective of thexih chapter.

What this chaptelnasbeen able to do is to clarify a range of analytica
guestions, both positive and negative. On the pesside, it has introduced important
concepts like morphogenesis and morphostasis anified their relationship to
emergence and to the dynamic nature of the soestdfes we find in the social
sciences. These concepts enable us to clarifyethBanship between the synchronic
and the diachronic aspects of emergence, which beusarefully distinguished to avoid
serious confusion. On the one hand, entities witkrgent properties can only exist as a

consequence of a causal history, and thus depeactrdnically on a range of
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morphogenetic and morphostatic processes whichegréavelop, and sustain the web
of relations that constitute the entity’s part®ijust this kind of whole. On the other
hand, not all persistent wholes have emergent ptiepewhere they do, such properties
arise synchronically from the properties of thetpand their relations to each other.
This is the causal mechanism underlying the eméeperty or causal power
concerned.

A full understanding of any given case of emergdaheeefore depends on being
able to explairboththe causal mechanisamdthe morphogenetic and morphostatic
processes that create and sustain its existengerédognition can be formalised as a
methodological framework for analysing putativeasasf emergence. In this
framework, any claim that an entity possesses argant property must be supported
by what | shall refer to as tliee pillars. These five pillars are the answers to five
questions: (i) what are its parts?; (ii) what dre telations between those parts that are
characteristic of this particular type of entit{il) what set of morphogenetic causes
has produced the entity in its current form?; (iWat set of morphostatic causes
stabilises the entity and ensures its continuediglf; and (v) through what
mechanisms do its parts and relations producepthbefsc properties of the entity?

On the negative side, this chapter has soughetr eélway some misconceptions
found in the existing literature, for example Catlls apparent denial of the
compositional nature of emergence, various attetopgsibstitute relations for entities
in the theory of emergence, and the limitationthef‘layers’ metaphor that is often
employed in discussing emergence.

The chapter has thus begun the task of providiggneral understanding of
emergence that we can apply to the analysis aabil world. This task remains
incomplete, however, until we have examined thelicapons for the web of causal
relations within which any given entity operatesother words, we must examine the
relationship between emergence and causation ie deail, and thus the question of
whether and how emergence enables us to negotigdbla path between dualism and

reductionism. This will be the subject of the nelapter.
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3 Cause

Emergence matters because it provides the esskntralation for any
understanding of how causal forces can (and daatge the world. Such an
understanding is in turn an essential prerequigitan adequate response to the errors
of reductionism, dualism, and holism which plague philosophy (whether explicit or
implicit) of the social sciences. This chaptereslidated to explaining the relationship
between emergence and cause in general, so thasthef this thesis can go on to show
how this underpins the domain-specific ontology Hrebry of social structure, human
agency, and their relationship to each other.

The chapter begins by showing how an emergent atadeting of the world
reveals a degree of complexity in the operatiocanfse that is generally ignored,
building on the distinction between ‘level absteatitand ‘downwardly inclusive’ views
introduced in the previous chapter. It then goetowhow how the critical realist model
of real causal powers and actual causation offeyefoy Bhaskar provides a suitable
framework for understanding this complexity (altgbut will also offer something of a
gualification to Bhaskar’'s model). Relating thisaebof causation to the account of
emergence developed in the previous chapter, tlemviog section provides a response
to reductionism, offering an argument that showy Wwis impossible to eliminate
emergent causal powers from causal explanatiofessour of lower-level properties.
Finally, this in turn provides a basis for undemstiag the question of downward
causation (and the related question of diagonadatéan), which is often considered

problematic for emergentism (e.g. Kim, 1992).

Causal relations between emergent wholes

Let me begin by examining some general charadesief causation in a world
of entities with emergent properties. Typicallygadhists ignore the multi-layered nature
of entities when they deploy their properties insal accounts. This section will argue
that this may be a valid strategy for some purpdsaisit rests on a hidden practice of
abstraction from the lower level composition of #mities and indeed the events
concerned. When we are seeking to understand hediffierent levels interact in the

causation of events, this practice ceases to e, eald instead we must build an
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understanding of cause that embraces the manylgatesactions that may be

occurring at many different levels.

Retroduction and retrodiction

It is of the essence of the concept of cause thagaven type of cause
influences outcomes in a similar way across adlvahtly similar cases. Thus, causality
operates to determine individual events, but thesabfactors that determine these
events are generic in the sense that wheneveiatiegyresent they will have an
influence that is in some way consistent. Withauthsconsistency, it would be quite
impossible for us to disentangle the causal infbesrthat affect our world, and quite
pointless for us to speculate about general cdawal or mechanisms. With it, however,
it becomes possible for us make useful generadisat@cross many similar instances.

At the first level, such generalisations are megultarities. The ‘covering law’
model of causality interprets such regularitieex@septionlestaws which enable us to
deduce what will occur whenever the preconditiandtie law to operate are present
(Honderich, 1995, p. 170). However, as Bhaskardngised, experimental science rests
on the belief that laws whose existence is estaddithrough experimentation continue
to operate in open systems when their operatios miagproduce exceptionless
regularities. Hence the Humean idea of causalitg@sstant conjunctions’ of empirical
experiences is untenable (Bhaskar, 1978, pp. 38€di)some evidence of at least partial
regularity must appear in the empirical recordusito be able to detect a causal
influence at work and to prompt a search for whahtnbe responsible for it. We may
usefully follow Lawson in labelling theskemi-regularitiesor demi-reggLawson,

1997, pp. 204-9).

At the second level, the analysis of demi-regsvasl us to theorise the existence
of underlying causal mechanisms that are respanshbject to circumstances, for the
observable degree of regularity — a process thiatadrrealists have labelled
retroduction(Lawson, 1997, p. 24). In practice, as Bhaskardmaghasised, such
regularities are often masked by the operationloérocausal mechanisms with
conflicting effects (Bhaskar, 1978, p. 13). Thisame that we cannot interpret the
patterns of events that we do detect as the corseqa of exceptionless laws:
“Theoretical laws are essential in calculating kbt each cause contributes. But they
cannot do this if they are literally true; for themust ignore the action of laws from
other theories to do the job” (Cartwright, 19831p). In the experimental sciences, it is

possible to create ‘closed systems’ in which theration of such conflicting causes is
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temporarily excluded and hence make it possibteb&erve full regularities (Bhaskar,
1978, p. 33). In many other sciences, however, wstmake do with the observation
of ‘open systems’ and infer causal relations framdregs.

Accounts of cause, however, must also encompasspitesite case, where,
instead of deriving causal laws from the analy$iaabual events, we explain particular
events as the result of the causal factors at warkprocess that critical realists have
labelledretrodiction (Lawson, 1997, p. 221). In these cases, we asthanhé is valid to
take generalised causal factors and claim thathibgg had a determinative effect

(generally in conjunction with other such factarsi specific instance.

Causal laws assume an abstracted ontology

Now it is common, though by no means necessariywékargue later in this
chapter), for successful causal explanations tiodmeed in terms of sets of entities and
properties that are all found at the same levelrganization (what | have called in
chapter two a domain). Thus, for example, we mé&grahental explanations of mental
events, or chemical explanations of chemical evéftas it seems, we often find
successful explanations operating at the same ésvtle type of event to be explained,
then this suggests that same-level causationasmanon feature of the world we live in,
and therefore also a useful habit of thought ircdemg it.

This seems to work reasonably well for retroducttomhen we are formulating
causal theories, in which we abstract from allgkaneous features of the many
different instances across which we are generglisind focus instead on the common
features that provide a basis for lawlike geneaéitis. In such situations, we can work
successfully with gevelabstracted ontologwhich ignores the fact that each of the
entities we are discussing is in fact composedwareety of levels of lower entities.
The composition of the entities we seek to explairuse as causal factors) is simply
one of the many things that we seem to be ablbestract from in formulating our
theories. As a result it may appear in the resulitireories as if the entities which
‘cause’ and are ‘caused’ are autonomous of themrpoment parts.

Such an abstracted ontology, which ignores the oasitipnal structure of the
entities it invokes, is perfectly usable and indpeditively useful for the purpose of
describing individual causal mechanisms. It alsok&@uite reliably in many practical
retrodictiveapplications, both everyday and scientific, whams-level causation often
seems to reflect what is going on well enough tvjole us with reliable expectations.
However, | argue that it is quite inappropriatettoe discussion of what is happening
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over multiple levelsvhen we look more deeply at individual instanckesausation.
Ignoring the compositional structure of entitiesds to one of three errors. The first is
the belief that we can discuss causal relationsdxt an entity and its components in
particular instances as if the two were entirefiejpendent of each other. This is the
error of dualisnf’ The second error is the belief that once we héfezanl a causal
account of the behaviour of entities of a giveretgp a given level of organisation, we
can safely assume that the behaviour of their cempgeaentities will follow along as a
consequence: the higher level entities, as it wanagging their tails behind them. This
is the error of holism. The third is the belieftttfze causal impact of emergent higher
level entities can be explained purely in termghefimpacts of their parts. This is the
error of reductionism.

In the next section | shall offer an alternativéabogical view, consistent with
the account of emergence and composition so fachndilows us to provide a more

viable account of causation across multiple leirefsarticular instances.

Individual events are inherently multi-level

Although the sort of abstracted ontology that ipligit in causal generalisations
is perfectly adequate for some purposes, | wiluar this section that we need
different but complementary views of ontology fafferent purposes. In particular,
when it comes to discussing how cause works ovdiipteulevels in single instances of
events, we needdownwardlyinclusiveview of emergent entities like that described in
the previous chapter.

Let me begin by reviewing the nature of events taues. And here the key is
this: that our everyday (empirical) concept of@reht’, which we take to be the
naturally-given subject of any explanation in sceenis itself an analytical abstraction
from reality. Thus, when we say, for example, fika fell on the floor', we are already,
in framing our reportage of the event, making asuagption about which abstraction
from what was happening in a multi-level streanmtérconnected happenings is the
one that is relevant and requires explanation. Bgdchave looked at the same
happenings and chosen to explain the behavioudreofriolecules or atoms involved, or
the writing process or the world historical evemtshe social history of which the

falling of the pen formed a part. But in selectmg one of these happenings from the

" There are, however, many varieties of dualismiadded reductionism, and not all of them
are errors. Here | am referring to the more extréormas of dualism, of which the classic case
is Descartes’ view of the relation between mind body.
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rest as the thing to be explained, we create lilgoh that this is an event that can be
given an explanation in its own right, independgnflits component events and of the
larger events of which it forms a part: here weehalevel-abstracted view of the event

In seeing events as level-abstracted, we impliGitlgne the question of how
they are caused in a way that calls for explanatiorierms of a particular level of
organisation. But any causal account of an abstaevent forms only part of a larger
picture. A more complete explanation can alwayprogided by re-integrating the
event into the larger stratified picture of whittiarms a part, and relating the
explanation of this 'event' to the explanationthefother event abstractions in which it
is inextricably implicated, either as subset oresgpt.

Now, | suggest that the way to make sense of caxgddnations of individual
events in this context, where an event is defireetha behaviour of a given entity at a
given time, is to allow that in reality every evéaken as an individual instance
inescapably includes the behaviour of the compdswer level entities as well (Lloyd
Morgan, 1923, p. 15). To view an event in thesmseis to see it idownwardly
inclusiveterms. It might seem that we could also look atdfient irupwardly inclusive
terms in which sense it would also include the behavafall the higher level entities
of which the first entity is a part. But this seeimiserently infeasible, given the
indeterminate (and indeterminately large) rangkighier level entities that may be part
of this set, all the way up to the universe its@lhere is no apparent reason why our
interest in the falling of a pen, for example, ddaalso require us to be interested in
that complete set of higher level events, evemfetaphysical purposes. We may, of
course, be interested in soparticular higher level event of which the falling of the
pen is part, but if that is so we can take a dowdlyanclusive view of that higher level
event, which will include the behaviour of the p&s.a general rule, then, we need not
take an upwardly inclusive view of an entity or eive

Hence, in explaining a downwardly inclusive eveve, recognise, for example,
that when a pen drops, it is inseparably part igfitidividual event that the components
composing the pen remain in a set of relationsthipsugh which they constitute the
pen, and behave in whatever ways are requiredchéopén to drop. This is the inevitable
consequence of the set of morphostatic causes vapesation must be present for the
pen to exist as such though the entire coursei®etlent. Thus, the various material
parts of the pen go through a series of eventdaais part of the higher event, the
molecules that compose those parts go through enséhies that also forms part of the
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higher events, and so on through the atoms, sul@fmarticles, and so forth. Given that
we do not have fully adequate understandings ofailver end of this spectrum, we
must accept that only partial descriptions and bemdy partial explanations are
possible of the lower-level set of events that cosgs the higher level event. For most
practical purposes we can and indeed must ignertotirer levels of this hierarchy, but
for the purpose of understanding the ontology @inés and causation we must
recognise their significance. Actual events aremeardly inclusive and multi-levelled.
Like events, we are accustomed to perceiving estiti level-abstracted terms.
But downwardly-inclusive events involve the behawiof entities that are also defined
in downwardly inclusive instead of level-abstractexdns. A downwardly-inclusively
view of a pen includes its material componentsnitdecules, its atoms, and so on, and
when we give a inclusive casual account of the pirapof the pen, we will be giving
an account that presumes that the falling of thkeoutes, atoms, etc, is inherently part
of that event, since these are inherently patefentity that has been dropped. Both
events and entities can be imagined now as pyramitsisting of a single abstracted
event or entity at the top, all of its componertttha next level down, all of the
components of those components at the next lewahgdand so on, at least as far as is

permitted by our limited understanding of quanturd perhaps sub-quantum sciefte.

Single-instance causation requires an inclusive ofugy

Let me now use an example to show why level altsilazausal accounts are
inadequate to the causal explanation of individwaints over multiple levels. Consider
the case of photosynthesis by a plant. In ceriatumstances which need not detain us
here, many plants ‘convert’ carbon dioxide from éli@osphere into oxygen. At the
highest level of the event (i.e. a case of phottiggis) we may simply say that it was
caused by the power the plant has to photosynthddiany useful explanations may
indeed rest on this power, and an empirical s@entuld investigate, for example, the
differential rates at which plants produce oxygeudifferent contexts without worrying
about how photosynthesis worked at the cellulanolecular level.

But there are some parts of the event concernedavitizld inevitably remain
unexplained by such an account. At another lewel bolecular), the process of
photosynthesis is a chemical reaction, and we cootexplain eithehow

photosynthesis works evhichlower level parts of the entities involved aresafed,
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and in what way, without looking at this procesthatmolecular level. If we did
examine it at the molecular level, this would netam account of a different event, but a
different account of the same event — one thabssracted at a different level.

And yet, the lower level account still gives usyoalpartial account of the
causal process at work here, because any explaratanly the molecular level will
miss the keyigher levelcausal factors which are also necessary for teatde occur.
Thus, these molecules would not be configured iaraangement that made this
chemical reaction possible unless they had beeamagd into the form of the plant in
the first place. Similarly, if we took the plantdablended it into a soup, we would still
have the same set of molecules but they would mgelohave the causal power of
photosynthesis, which arises from their organisaitndo the form of a plant. The causal
power of photosynthesis thus belongs to the pladtret to the molecules, but to
provide a complete causal explanation of what happéen photosynthesis occurs we
need a causal account that operates at multiptsleumultaneously, invoking both the
causal powers of the plant and the causal powats ofolecules

In other words, it is impossible to explain fulhetcausation of the event except
as the outcome of a causal interaction betweewhiode ‘pyramids’ — between the
entities concerned, viewed in downwardly inclugimens — and not just the single
points at the top — the same entities viewed iellabstracted terntfs.

We can see why this is a useful way to look at aaois if we consider the
problem posed to level abstracted accounts by pheltealisability, i.e. cases where the
higher-level outcome is consistent with a varidtgifferent lower-level configurations.
In these circumstances, level abstracted accouatsmalerdetermined, in that they can
provide an account of the change that occurrechateer level, but not an account of
how the implicit lower-level changes occurred, thess/ing us without any explanation
of how its components were brought to a state stersi with it Downwardly inclusive
accounts, by contrast, resolve this underdetermimaince the whole range of states of
all the component entities and sub-entities invdblvethe multi-levelled event are
available to explain the causation of the loweklashanges.

Of course, each of the interactions at the loweglgecan also be considered as
inclusive events in their own right, so the highearel event is at least partially

%8 Lloyd Morgan uses the ‘pyramid’ analogy in a pagimilar way (Lloyd Morgan, 1923, pp.
14-16).
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composed of a whole set of smaller pyramidal evesv as a result of this, a
reductionist might argue that the inclusive accauriters from the opposite problem to
that discussed in the previous paragraph: it magnse be overdeterminéjf we
believe that the higher level entities are no ntbea the sum of their parts, and lower
level explanations are available for the behavafweach of those parts. In this case, it
would seem that causes at the higher level arendathi to the explanation of the event,
since the lower level causes do all the causingish@eeded to produce it. The
refutation of this reductionist argument will bethubject of the third part of this
chapter.

Now all this suggests that the abstracted explansative commonly employ are
massive simplifications of the real, multi-levelisal processes. The causation of any
individual event operates across the whole pyrashehtities and sub-entities, not at a
single level of it. Causation as we generally apply an analytical abstraction from
this, and applies to a single level. It is nevahttindependent’ of what is happening at
other levels in the individual instance; it is oalyalytically independent when
generalised. Cause as we generally understandoghgitis therefore an attempt to
simplify and extract from the impossible complexfyactual causation.

It is testimony to the consistency of the structfréhe world that in many cases
these simplifications work. Given that consistertbg, evolution of this enormously
simplified way of thinking about the causal intdrars between inclusive entities has
provided humanity with immense practical capalesitiUnfortunately, the value of
simplifying causal interactions to a level our humiains can cope with (indeed have
evolved to cope with), breaks down when it comean@alysing inter-level relationships
within a given pyramid. | claim that many of théfidulties of existing approaches to
emergence and reduction stem from the inappropaigpécation of a level abstracted
ontology to this set of issues.

Now, this account of level-abstracted and downwanaltiusive ontologies fits
very comfortably with Bhaskardepth ontologyand in particular with his division of

ontology into the domains of the empirical, theuattand the real. The next section

? This is a sub-case of the determination of eviertise actual by a mix of many causes; and
also a case of what Bhaskar calls multiple deteation, which is discussed below (p. 72).

30| use ‘overdetermined’ here, not in Althusser'sss but rather to indicate a logically
impossible case —i.e. where the set of causdibgidfe factors exceeds those required to
explain the set of outcomes, with the result thaytappear to mandate a set of outcomes that
may be inconsistent with each other.
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will examine this aspect of Bhaskar’'s work and hoean usefully extend the analysis

so far.

Emergence and depth ontology

This section will show how Bhaskardepth ontologyeinforces and enhances
the view of causation that has been developedariiist section of this chapter. In
Bhaskar’s critical realist account of cause, thaeetwo key elements — the concept of
real causal powerand the combination of the causal powers of diffeentities to
produceactual causationThis section will relate each of these in turetoergence,
then discuss Bhaskar’s important accounnattiple determinationconcluding by
showing how real causal powers and actual causatmproducts of a mutually
interdependent interaction that is at the heaanoémergentist account of cause.

Bhaskar’s ontological domains

First, we must distinguish Bhaskar’s conceptionthefreal and the actual. /n
Realist Theory of SciencBhaskar argues from the intelligibility of expeental
activity to the conclusion that “there is antologicaldistinction between scientific
laws and patterns of events” (Bhaskar, 1978, p.3@¢h laws depend upon the
existence of ‘natural mechanisms’, and “it is oilwe make the assumption of the real
independence of such mechanisms from the eventgydreerate that we are justified in
assuming that they endure and go on acting in tlegmal way outside the
experimentally closed conditions that enable usnpirically identify them” (p. 13).
Similarly,

events must occur independently of the experieimcesich they are apprehended.
Structures and mechanisms then are real and diftome the patterns of events that
they generate; just as events are real and distnutthe experiences in which they
are apprehended. Mechanisms, events and experigmnsesonstitute three
overlapping domains of reality, viz. the domaingradreal, theactual and the
empirical (Bhaskar, 1978, p. 56).

The relationship between these domains is sumndkirisa table, reproduced
below as Figure 3.1. Bhaskar clearly intends thealo of the empirical to be a subset
of the domain of the actual, which in turn is asetlof the domain of the real (Bhaskar,
1978, Note to Table 1, p. 56; Bhaskar, 1993, p).2b@ur interest here is in the
relation between the real and the actual.

| have discussed Bhaskar’s domains and the elsrtisey contain in more detail in (Elder-
Vass, forthcoming, 2006).
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Domain of Domain of Domain of

Real Actual Empirical
Mechanisms X
Events X X
Experiences X X X

Figure 3.1 — Bhaskar’s three domains: populating dities (Bhaskar, 1978, p. 13)

Real causal powers

Let me begin with real causal powers: Bhaskar ifleatthese with “relatively
enduring structures and mechanisms” that are “ngtbther than the ways of acting of
things” (Bhaskar, 1978, p. 14); or in other wortise generative mechanisms of nature
exist as the causal powers of things” (Bhaskar818750)% These things “are
complex objects, in virtue of which they possesgm@semble of tendencies, liabilities
and powers” (Bhaskar, 1978, p. 51). Although tbisrfulation does not directly invoke
the concept of emergence, the relationship withrgeree is clear: the powers and
properties of an object or entity can be ascriloetthé¢ organisation of its parts into a
particular kind of complex whole. In other wordsak causal powers are emergent
properties. This is why Bhaskar argues that “exqian depends upon emergence”
(Bhaskar, 1986, p. 104). And Collier makes the eation still clearer:

As against atomism and holism, Bhaskar's emergiecey allows us to conceive of
real, irreducible wholes which are both composepants that are themselves real
irreducible wholes, and are in turn parts of langholes, with each level of this
hierarchy of composition having its own peculiarcmegnisms and emergent powers
(Collier, 1994, p. 117).

Similarly, Fleetwood argues that:

when... one writes that mechanism has a tendency tome is, in reality, referring
to the ensemble of structures, powers, and rektiors, strictly speaking, the
ensemble that has a tendency.t®nce understood, however, there is no harm in
shortening the phrase by omitting reference tcctiires, powers and relations
(Fleetwood, 2001, p. 211).

We can translate this into the language of emebgequating “ensembles”
with higher-level entities whose components arecielevel entities and the relations
between them. Fleetwood’s argument thus transiateshe claim that mechanisms are
simply a level abstracted view of a multi-levelleatity. In considering the generalised

powers of things, we can, as Fleetwood suggest¥ suxcessfully with an abstracted

%2 Cf. (Lawson, 1997, p. 21)
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ontology that ignores the fact that each entitthorg is composed of a variety of levels

of lower entities, and simply sees it as existihg apecific level of organisation.

Actual causation

However, as Bhaskar himself recognises in morentagerk, this technique is
quite inappropriate for the discussion of whatappening over multiple levels when
we turn to the second element of the critical statccount of cause. This is the
combination of the causal powers of different édito produce actual causation, in
which actual events are produced by a complexantem of the causal powers of the
entities involved:

unlike theoretical explanation in at least manyhaf natural sciences, viz. from
explanatory significant structures to their higbeder structural explanation, applied
explanation of concrete singulars, like changes particular structuratum, are a
much messier affair. In a dialectical pluriverseeaent e at a level L is as likely to
be (multiply) explained by elements at the samelawer-order levels in addition to
higher-order (deeper) ones, and/or even laterdiagonally, tangentially by
elements not locatable in the categorical or gereder at all (Bhaskar, 1993, p.
133).

Explanation of actual events is much “messier” hgeaheir causation operates
across the whole pyramid of entities and sub-@stitivolved, not at a single level of it
(note that Bhaskar is somewhat idiosyncratic inusis of ‘lower’ and ‘higher’ here,
reversing the usual usage). Events, in all theitisevelled glory, are the products of
the combination of a variety of causal mechanispesating on the prior state of the set
of entities involved. In Bhaskar's account, thidiindual instance causation (which is
of course interlinked with other individual inst&scof causation) occurs within the
domain of the actual, but it is the consequendé@®interaction of the real (but not
actual) causal mechanisms or powers of the enirtiegved.

These interacting powers may belong to entirelfirtis entities, but it is also
important to recognise, as Collier does in the gigted above, that the various entities
that are the parts of the distinct higher-leveltes involved also have causal powers.
Any given higher level entity, then, can be seea pgramid of successively lower-
level parts, and the causal impact of the highezllentity as a whole includes the
causal impacts of those parts. At each level, thiées formed from the lower level
parts have causal powers in their own right byueirdf how those parts are organised.
The total causal impact of a higher-level entitpa@ved of in these pyramidal terms,
then, includes the impact of all its lower-levettgaas well as the causal powers that are

emergent at its highest level.
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These causal powers exist as emergent propertibe etities that possess
them. Because they emerge at a specific level tfeecability to photosynthesise
belongs only to the plant as a whole; the molecate=lls of the plant couldn’t
photosynthesise if they were not organised intdah@ of a plant), then it is entirely
reasonable to think of them in level abstractethteMNevertheless, they can only lead to
actual events when they are combined with a mudtiplof causal mechanisms from
other levels of the ontological strata. Thus realsal powers can be described in a level
abstracted form, while actual causation always ccuthe form of multi-levelled

events.

Multiple determination

Bhaskar himself addresses this question of theribortibn of causes operating
at different levels through a concept which hescallual control”, “multiple control”,
or “multiple determination”. In considering actuedtural and social events, he argues,
we must accept that different causal mechanismgranthteractions between them
account for different aspects of the events corezkrand that no single law
“determines” the whole result:

Laws leave the field of the ordinary phenomenbfefat least partially open... To
say that laws situate limits but do not dictate treppens within them does not
mean that it is not possible to completely explairat happens within them. The
question ‘how is constraint without determinatiamsgible’ is equivalent to the
question how ‘can a thing, event or process berotbedl by several different kinds
of principle at once?’ To completely account forement would be to describe all the
different principles involved in its generation.cAmplete explanation in this sense is
clearly a limit concept. In an historical explaoatiof an event, for example, we are
not normally interested in (or capable of givingaacount of) its physical structure
(Bhaskar, 1978, pp. 110-111).

Bhaskar’'s argument does not relatdy to the relations between causal powers
at different levels of a given multi-layered entibye is also concerned with the
interaction of causal powers between entirely dcstentities, at whatever level they
exist. But the same framework does apply equally twehe interaction between causal
powers at different levels of the same entity, Bhdskar makes the link to stratification
explicit in a more recent work: “Emergence makessyae the important phenomena of
dualandmultiple control (Bhaskar, 1994, p. 75).

It is precisely because “the [actual] ordinary ptvaena of the world” are
inherently multi-layered, that we need to deployaamts of different [real] causal
mechanisms, each of which emerges at a specift, levexplain different aspects of

them. Thus explanation at each level, in the “afemutonomy” left by the incomplete
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explanations at other levels, requires a “putayiwetiependent science” of that level
(Bhaskar, 1978, p. 114). And it is in combiningthktse level-specific explanations of
the different levels of a particular event thatewempletely account for an event”.
Although, of course, because we do not have vistiEnces of every level, we can only
produce incomplete subsets of the “complete” maitered account, which is why such
a complete account can be seen only as “a limiteoti. And in practice, we will not

be interested in such complete accounts: we maeldectly happy to explain an event
at a given level while ignoring its lower-level rdirations.

To put this in my terms: in decomposing the behawa a downwardly-
inclusive entity across its ontological levelssithe organisation that appears at each
level, the set of relations between the relevantlelevel entities, that is the “extra”
piece of explanatory information that appears at lvel; and this is what makes the
“multiple determination” approach viable. We attrié a portion of the causal influence
on a particular event to the level of organisatbthe topmost level, a portion to the
organisation at the next level down, and so ons ‘&8Hows us to construct causal
accounts of multi-levelled single instance causaiiowhich all the levels of the prior
situation can have an appropriate influence orvénmus levels of the outcome. In this
model, any insistence on explanatory priority foy particular level becomes nothing
more than an ontological prejudice.

It is worth noting that this conception of multigdletermination is also required
if we are to make any sense of experimental scieftoe most obvious causal regularity
in experimental situations is the causal impacdt titwa intervention of the experimenter
has on the results of the experiment. Clearly tieeeesense in which the experimenter
causes the results of the experiment (Bhaskar,, J273). It is only when we have a
concept like multiple determination that allowsfelient mechanisms at different levels
to contribute to the determination of a multi-lag@event that there is room for any
other sort of cause to operate in experimental itiond as well as the causal input of
the experimenter. Since experimental science wankhie assumption that such other
causes are in fact at work in experimental situngtib also assumes that multiple

determination is a feature of the world.

Similarities of real causal powers and actual catisen

Actual causation, then, is a process in which &a¢ emergent causal powers of
a variety of entities interact to produce eventswlNas we have seen in chapter two, the
sustained existence of any individual entity anddeeof its emergent causal powers is
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the outcome of a set of interacting morphostaticsea. This interaction is itself a
process of multiply determined actual causatiorusT lat the same time as actual
causation is a process of combining multiple insadions of real causal mechanisms,
those instantiations of real causal powers are $ledras the result of a process of actual
causation. Once we take full account of emergethe®, we can see causation as a
tightly interwoven interplay between ‘real’ causa¢chanisms and ‘actual’ causation.
The workings of real powers and actual causatiowgver, also intersect in
another interesting way. One way to understandishis revisit the five pillars of
emergence outlined earlier. Alert readers may mateed that one of these five pillars
IS not a strict prerequisite for the possessiosuofyenerigroperties by a collection of
entities taken as a ‘whole’. While an entity, by dgfinition above, must bepersistent
whole, there is no logical reason why a group dities that forms dleetingor
temporary whole should not have causal powasra groupthat are not possessed by
any particular entities in the group. If emergemperties are the consequence of the
existence of a particular set of entities organiseal particular way, then the presence
of emergent powers need not depend on that coatiguarpersisting for an extended
period. Of course, this fleeting whole would posste®se powers only for the few
instants during which the particular set of partd eelations required to sustain those
powers was in existence, but for this brief montbigt whole would possess pseudo-
emergent powers. Let me call théleeting emergent powerslore mundanely, a
collection of entities may interact causally intcgly summative way, in which case
we might argue that the implicit fleeting whole idpossess fleeting resultant powers.
Now there is a clear analogy here between fleeftitegactions between groups
of entities and the process of actual causatiatedd, the process of actual causation
simplyis a fleeting interaction between groups of entitied their causal powers. The
outcome of that interaction may be determined leysimple addition of the causal
powers involved (as in the classic Newtonian paladjram of forces), or it may be
determined by a more complex non-linear interadbietween them. These two cases
correspond exactly to the ideas of fleeting restilpewers and fleeting emergent

powers .

* There is therefore a sense in which at least smes of actual causation are fleetingly
emergent from the combination of real causal powetke ‘lower level’ entities involved. Here
| should acknowledge Tobin Nellhaus’s suggestioa personal communication that Bhaskar’s
domains might be emergent from each other, althdaghot sure whether he intended it in
quite this sense.
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To put the same point in a different way, any giegant is the outcome of the
actual interaction between the real causal powtisose entities causally involved in
it, and the net outcome of these interactions dépepon the (purely temporary)
relations in which these entities stand to eackraththe time. This is directly
analogous to the generation of the causal powesgpafticular type of entity, which is
the outcome of the interaction between the causakps of its parts. The primary
difference is that in the first case, the relatibeveen the entities concerned are
contingent and temporary, whereas in the secoedsdme set of significant relations is
maintained over time as a result of the operatianarphostatic causes that maintain
the structural stability of the entity, and henlcere is a level of consistency in these
causal powers over time.

Real and actual causation both therefore appdas tmnsequences of the same
generic type of structural relation: the (diacho)miausal consequences that flow from a
given set of entities existing (synchronically)amgiven set of relations to each other.
Actual causation, then, depends upon four of te fillars of emergence: (a) a set of
parts; (b) the relations between them; (c) the meidms resulting from the
combination of these parts in these relations;(dipthe morphogenetic causes that
bring this configuration of parts into existencete moment of causation. Only the
fifth pillar of emergence — the morphostatic causesntaining the existence of this set
of parts in this set of relations — is absent.

Nevertheless, there remains an important methodmlbdistinction between
real and actual causation: real causal powers alwagd to interact with other causal
powers to produce an actual event, whereas acuahton by definition involves a
complete set of the causal powers involved in @ney explanatiori* This difference
underpins the essential usage of the real vs. laditanction in critical realist theory:
the use of real causal powers as building blockkerconstruction of explanations of
actual events. It is inconceivable that we coulnbpice viable explanations of events in
terms of the unique configurations of entities\arg level of stratification involved in
each case unless there was some way of analysthgsguations into interacting
component parts. Now this argument may seem unttteao critical realists, since it
proposes an epistemological reason for prefernmgrdological distinction. But it is an

epistemological reason that is itself ultimatelguyrded in an ontological distinction: it

*| have discussed and dismissed some other apiffenénces between real and actual
causation in (Elder-Vass, 2005a, pp. 335-6).

D. Elder-Vass 75



is because of the persistence of entities and tloasistent re-occurrence that their
causal powers can be differentiated from the ongstream of actual causation, and
hence it is because of that persistence and resecme that it is valid to use those
powers as building blocks in explaining actual caios.

The distinction between a ‘persistent’ or recurnivigple and a fleeting one, is of
course a matter of degree (and hence, on this agiiiso is the distinction between
‘real’ and ‘actual’ causal potential). Although masses may well be fitted easily
enough into one category or the other, there lisaet one interesting and important
class of intermediate cases. These are the cdmae & particular configuration with
causal properties occurs first as an isolated entid an apparently fleeting
combination of entities — but subsequently acquarest of morphostatic causes and
hence is transformed into a persistent whole, dityesith real emergent causal
powers. Where the acquisition of morphostatic caiséself a path-dependent
outcome, there may be no obvious inevitabilitytis transition.

This would seem to be the case, for example, iméwelopment of certain
social institutions. When the first boy picked ufoatball and ran with it at Rugby
School for example, there was no institution ofjlvy football’ that standardised this
practice and made its reproduction likely. But pdach an institution exists. What was
a fleeting configuration of causal entities hasrbeansformed by the creation of a set
of supporting institutions into a social practiceghwreal emergent causal powers — the
game of rugby football. Many social institutionsyreave developed in this way —
consider, for example, the origins of the insuraincestry in a coffee house in London
— although in many cases the first ‘actual’ intéiats are lost to history and so we see
only the fully developed ‘real’ form.

Real causal powers and actual causation, thenpmayore similar than
Bhaskar’s division of them into distinct ontolodicemains would seem to suggest.
Nevertheless, the distinction between the two isoofsiderable methodological value,
and the account of cause that Bhaskar offers diyaognplements the account of
emergence offered in this thesis. Real causal ppoaveremergent properties, and
Bhaskar’'s model of actual causation and multipkemheination provides a framework
for constructing causal explanations which recagtti® complementary contributions

of emergent properties at a variety of differentls.
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Reductionism

The theory of emergence is important to the explanaf social structure and
agency because it shows how higher level and Itevet entities can each contribute to
the causation of events, and thus Hmth social structurand human agency can be
causally significant in the social sciences. Ineotivords, | claim that emergentism
provides a viable alternative to a variety of faleenain ontologies of the social
sciences. Perhaps the most important and pervakithese false ontologies is
methodological individualism — a variety of redoctism which denies that social
structures can be causally effective, insisting #tleeffects of social structures are
derivative from the effects of human individualsldrence that social structures can be
eliminated as causal factors from social explanatiin the coming chapters | will
examine this claim specifically in relation to thacial world, but in the present section
I will be constructing a more generic refutatiorrefiuctionism, which will then be
deployed in my response to reductionism in theadamwmain.

Even at the generic level, there are many varieti¢lse concept of
reductionism, and | must begin by distinguishingNaen two of thesesliminative
reductionismandexplanatoryreductionism This section will go on to argue that
emergent properties cannot be eliminatively reduaad explain why. It will, by
contrast, accept that emergence is compatible exiptenatory reductions, and indeed
argue that explanatory reductions merely confirmmdausal effectiveness of emergent

properties, rather than undermining it.

Eliminative reductionism

Eliminative reductions, as described most famobgl¥rnest Nagel, occur
when a higher-level theory is shown to be logicaliyivalent to a lower-level theory,
with the result that the higher-level theory cardispensed with entirely (Nagel, 1998).
Now, although eliminative reductionism is oftenh&se, couched in terms that relate to
a covering law conception of cause, the argumembeaextended to a causal powers
approach. In terms of causal powers, eliminatigiicéonism argues that the effects of
a higher-level mechanism are nothing more thamansation of the effects of lower-
level mechanisms, with the consequence that afigsties and events at these higher
levels can be fully explained by reference to proes of lower-level entities. Thus

eliminative reductionists deny both the causalaiffeness of the higher-level entities
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and their properties, and the need for (or valj@ony science conducted in terms of
these higher level properties.

I will contrast this below with the notion of an@anatory reduction; in an
explanatory reduction, the higher level theoryxplained by showing how it arises
from lower level elements and the relations betwitaem, but this is not taken to entail
that the higher level theory can be eliminated. E@etism is compatible with a
generalised explanatory reductionism, but not witfeneralised eliminative
reductionism, since the point of emergence isitt@tplains the causal effectiveness of

higher level entities that eliminative reductionidenies.

Where does it stop?

Now so far in this description | have been somewhgue about the dividing
line between those higher level theories and esttthat are to be eliminated and those
lower level ones that are supposedly to reduce thids reflects the fact that there are
many different places where this line could be drakliminativists in the philosophy
of mind, for example, draw this line between thentakand the physical. They argue
that all causal value of mental entities or prapsrarises from their physical
components and that explanations in terms of th&ahean always in principle be
reduced to explanations in terms of the physitals tmaking explanations in terms of
the mental ultimately redundant (Kim, 1993, p. 2&)alogously to this argument,
methodological individualists in the social sciemckaim that we should draw the line
between social entities and human individuals, shahall social explanations can in
principle be reduced to individual ones. And itlisar that a variety of other eliminative
reductionisms could be advanced, drawing the lireg point in the hierarchy of
entities and properties. Some versions of the aegiinmply thaino entities or theories
at a higher level than that to be eliminated casustained, while others simply seek to
collapse two domains into one, leaving those alamekbelow intact.

All versions of this argument depend on the behet it is possible to justify the
claim for the causal effectiveness of entitiesahelevels of a multi-levelled structure,
while rejecting that of entities at other levelgdRctionists commonly deny emergentist
claims for the latter levels, but do not seem ferodny positive argument to sustain
their belief in the causal effectiveness of thesls\they favour. Without such an
argument, of course, reductionism is logically iment. A coherent reductionism must
not onlydismissarguments for the causal effectiveness of higiel$, but also
establishsome for the causal effectiveness of lower levels.
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Ironically, the only sort of argument availablghg emergentist one itself.
While it is conceptually possible that an emergar@rgument could be made for
reductionism, it would require a criterion of whemergence is valid and when it is not
valid, based on an understanding of how emergemoes about, and a demonstration
that this particular criterion does indeed explalty emergence fails at the claimed
point. Yet eliminative reductionists sometimes arqs if they can make a generalised
argument against emergence while still maintaitigirreducibility of their favoured
ontological categories (see, for example, my disicusof King in chapter five below).

Thus, for example, the argument that all causabichpf mental properties can
be ascribed to their physical components doespyea to be premised on any
peculiarity of the relationship between the meatal the physical levels. Now, as |
have argued in chapter two above, ‘the physicatositself a single level, but rather
can be broken down itself into multiple domainse thental, it seems, is composed at
the next level down of neurological entities, whiohiurn are composed (eventually) of
molecules, which in turn are composed of atoms,sanoin ‘all the way down’ to an
undefined (and perhaps undefinable) bottom layew Nf a generic critique of
emergence could be advanced to support the clatrtbre can be no mental causation
(which | deny), it would also seem to substantsateilar claims that there could be no
neurological causation, no molecular causatiomgtomic causation, and so on all the
way down. It could not therefore dispose of thenataof psychology without, at the
same stroke, disposing of the claims of the whétb@biological, chemical, and
physical sciences too, with the possible exceptifdhe science of some presently
murky fundamental level (see Humphreys, 1997, pbf& another version of this
argument ). Any case that is made against emergemaneralundermines the
ontological basis of lower-level explanations (gxtc&t some presently unknown
fundamental level) just as much as that of higkeel explanations: these eliminative
reductionists are merrily sawing off the branchmpdich they sit®

In principle, eliminativist arguments could avoldst reductiorad absurdum
since they could advance a theory that impliesehargence beyond a certain level is
impossible, while remaining valid below that levEhere is some such beliefiplicit in
the eliminative position in the philosophy of mindhe belief that emergence is viable

when the emergent entity is strictly ‘physical“praterial’, but not otherwise. But there

% Durkheim made much the same point over a hundzadsyago (Durkheim, 1974 [1898], pp.
28-9).
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is no theoretical foundation for this belief, mgréie metaphysical prejudice that only
the material can be real. Methodological individsral in the social sciences often
seems to imply another such prejudice — in thig cthe belief, presumably founded in
our personal experiences of agency, that humamithdilsmustbe causally effective
agents. This is an argument | will return to in thepter on agency.

Reductionad absurdumhowever, is only the first of eliminative redustism’s
problems. The second is a practical one: when place a theory expressed in terms of
a small number of higher-level elements with ongressed in terms of an inevitably
larger number (and often very much larger) of lo¥esel elements, then any
application of the theory will require the modejiof a very much larger set of
interactions between those elements. If the higghal theory is viable, then the lower
level theory redundantly requires knowledge ofithial states of the many lower level
entities that make up the higher level ones, andetliag of their many interactions. In
many situations, this becomes impractical, evermgihe huge increases in available
computing power achieved over the last few decfideBand, 1998, p. 118). As James
has argued, “individualist explanations will clgale enormously cumbersome” and
their “sheer complexity might defeat the goal oplexation” (James, 1984, p. 53).
Hence,

if simplicity and applicability are allowed to benang the criteria for a good
explanation, then it is by no means clear thatiddialism will surpass its rival. A
realistic sense of what such reductions involve teag us to question the point, as
well as the feasibility, of the reductionist entesp. If we can understand the social
world in holist terms, why should we bother to reelit to individualist ones?
(James, 1984, p. 53).

This second argument, incidentally, applies toltaatiproperties as well as to
emergents. It is usual practice, for example, toutate the effects of gravity by
assuming that objects have a certain total mass#mabe treated as concentrated at a
single ‘centre of gravity’ rather than by takindlfaccount of the position and mass of
each fundamental particle making up the object. @roblem here is a practical one of
calculability. This is an epistemological and notantological obstacle to reduction,
unlike the first argument.

The third problem, though, is the most significamtd this will be addressed in

the next section.

Throwing out the baby
The biggest problem with eliminative reductionghiat where the higher level is

genuinely emergent, then any attempted eliminagdection would eliminate elements
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that are essential to a successful explanatiorz(€a$972, p. 20). To see why, let us
consider the case in which it is claimed that thesal effect of an emergent property of
a whole has been reduced by explaining it in tesfriee properties of the parts, and the
relations between them. For example, the liquidftywater over a certain range of
temperatures can be explained as resulting fronwéhethat its molecules try to bond
with each other, which in turn is a consequendbe@f sub-molecular structure and
their degree of movement at the energy levels spmeding to these temperatures
(Gribbin and Gribbin, 1999, pp. 84-6).

This is the sort of “mechanistic” explanation tieincompatible with Broad’s
conception of strong emergence. It explains a ptgé a higher level entity (a body
of water) in terms of the properties of its pahtgdrogen and oxygen atoms) and the
way that they are related to each other when thiey the particular form of water
molecules (let us call this 4 molecular bonds’ for the purpose of this argument
was because supposedly reductive explanationghlikeould be made of Broad’s
candidates for the title of emergent property thatemergentism fell into disrepute.

But this does not constitute an eliminative redurctat all. It would only be an
eliminative reduction if the property of the whaleuld be explained purely in terms of
the properties of the parts, ignoring any connectelations between them. Thus, for
example, the mass of this same body of water isple sum of the mass of the
hydrogen and oxygen atoms that compose it, irréisqgeaf whether or not they are
organised into water molecules, and we can thezedtiminate the entity ‘water’ and its
distinctive properties from an explanation of timass.

But when we seek to explain a property of wateerms of ‘hydrogen and
oxygen atoms andJ@ molecular bonds’, we havmt eliminated the entity ‘water’
from the explanation of the property, for the sien@ason that ‘hydrogen and oxygen
atoms and KD molecular bonds’ juss water. In such an explanation we have not
replaced the higher level entity in our explanatiea have merely re-described it. If the
higher level is to be explained by the lower leseditiesandthe relations between
them, we have covertly reintroduced the higherllbaek into the explanation, since it
is nothing but the addition of these relationsrasagoing feature that distinguishes the
higher level entity from the mere collection of lemlevel parts.

This is what | will callthe redescription principleThis is the principle that if we
explain a causal power in terms of the parts daératity X plus the relations between

those parts that pertain only when they are organisto the form of ar, then because
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we have explained the power in terms of a comlonati the parts and relations — that
exists only when ar exists, we have not eliminatedrom our explanation. All we
have done is redescrib&d

To put the point another way: since an emergeritlyeéatnothing more than its
parts and their organisation, any explanation diegends upon the properties of its
parts and on the characteristic way that theyelstad within this type of higher level
entity is in fact an explanation in terms of thgher level entity. A resultant property
canbe explained without reference to the relatiortgvben the parts of the higher level
entity. But emergent propertidepend upotthe existence of particular sets of relations
between the parts of the entity possessing thegpiyppnd so the higher level entity
cannot be eliminated by any reductionist strateéggnfcausal accounts that depend
upon the exercise of its powers. Any attempted iakive reduction of an emergent
property will suffer from a loss of relevant strua — it cannot succeed without
invoking a particulaconfigurationof lower level entities as the relevant causaidiac
but it cannot do so without reintroducing the higleeel entity into the analysis.

Truly eliminative reductions, then, must take detént form — they must
replace the higher level explanation with a lowearel explanation made in terms of the
parts (and their powers) alone. They cannot deparitiose relations between the parts
that are characteristic of the whole whose powerdabe replaced in the reduction.

In favour of explanatory ‘reductions’

The argument so far in no way denies that we maghleeto explain the
relationship between higher and lower levelss ot the attempt to explain higher
levels that is eliminative reductionism’s flawjstthe belief that such explanations
entail elimination. Even if they can be explainethergent higher level properties are
still causally effective in their own rigfit.

Although emergent properties cannot be eliminateceduction, this does not
mean that they cannot le&plainedin terms of their lower level paréd their
interactions(Laszlo, 1972, p. 29). Holland, for example, desgismissing simplistic
reductions in terms of the parts alone, does nlegkass advocate an approach to
emergence based on what he calls ‘reduction’. Esti$ a form of reduction that no

longer claims to eliminate the higher level in favof the lower. What it does seek to

% In his recent work, even Kim has accepted thisirment: “macroproperties can, and in
general do, have their own causal powers, powetgth beyond the causal powers of their
micro-constituents” (Kim, 1998, p. 85).
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do is to explain how the higher level comes ablbaiy it comes to be emergent, by
examining its parts and their relations to eackeothhis is what | call explanatory
reduction. The use of the term ‘reduction’ at althis context is perhaps misleading,
given the eliminative connotations it often seemedrry, but so many approaches to
reduction take this form that it would seem idiosatic to refuse to use the term (in
addition to the two quotes that follow, see (Cantipi®74) for a classic statement of
non-eliminative reductionism).

The point has been put superbly by both Fodor agltdNgann:

It seems to me (to put the point quite generahig} the classical construal of the
unity of science has really misconstrueddgbal of scientific reduction. The point of
reduction isnot primarily to find some natural kind predicate dfygics co-extensive
with each natural kind predicate of a reduced s&eh is, rather, to explicate the
physical mechanisms whereby events conform toate bf the special sciences
(Fodor, 1974, p. 107).

| know of no serious scientist who believes that¢hare special chemical forces that
do not arise from underlying physical forces. Aligh some chemists might not like
to put it this way, the upshot is that chemistriniprinciple derivable from
elementary particle physics. In that sense, wakreductionists, at least as far as
chemistry and physics are concerned. But the \aatythat chemistry is more special
than elementary particle physics, applying onlyamttie particular conditions that
allow chemical phenomena to occur, means thatnmtion about those special
conditions must be fed into the equations of elgargrparticle physics in order for
the laws of chemistry to be derived, even in pphei Without that caveat, the notion
of reduction is incomplete... At each level there laws to be discovered, important
in their own right. The enterprise of science iwed investigating those laws at all
levels, while also working, from the top down anahfi the bottom up, to build
staircases between them (Gell-Mann, 1995, p. 112).

One important consequence of this approach ig#@tiaer than eliminating
higher-level theories, explanatory reductions decjgely the opposite: they provide
extra justification for them by demonstrating ttiagy are well-founded in the theory of
the lower level, that they are consistent with otiezepted bodies of theory, and indeed
that they extend their explanatory power (KitcH€98; Meyering, 2000, p. 181). In
Gell-Mann’s words, they are not eliminated but “esed”.

The causal powers conferred by relational emergehea, can be explained in
lower level terms, but they cannot be eliminatedrfrscientific explanations in favour
of lower level causal powers. Thus relational erapog succeeds where strong
emergence fails: it provides a viable middle waineen dualism and reductionism. It
avoids dualism by allowing mechanistic explanatiohkigher level properties, and
simultaneously avoids eliminative reductionism hgwing why higher level entities
and properties cannot be eliminated from scienéiXiplanations
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The primary conclusion of this section, then, &t tliminative reductionism can
be rejected as a general thesis, since relatioaaigrgent entities (as well as strongly
emergent ones, if there are any) have causal pawéneir own right. The implication
is clearly that such entities can exert a caudhkiance on a variety of other entities.
Some thinkers, however, have suggested that tpioidematic when those entities are
at a different ontological level, or in a differemttological domain. This is the question
of downward causatioand ofdiagonal causationand the last section of this chapter
will be devoted to showing why these ‘directionad'ses of causation do not constitute a

problem for an emergentist theory of causation.

The problem of ‘directional’ causation

The concepts of directional causation (‘downwalbyizontal’, and ‘diagonal’)
that this section discusses depend on a simpliptesentation of cause as operating
between two entities. ‘Horizontal’ explanation, &stample, describes the case where an
entity at a given level affects another entityhat $ame level. In my account of
emergence, this can be made more specific: ary et given class affects another
entity of the same class — one molecule affectmgleer molecule, for example.

Now, as was argued earlier in the chapter, anyngastual event is co-
determined by a variety of interacting causes #figa variety of ontological levels.
The question of directional causation, then, iadjean abstraction from the complexity
of actual causation. Not only does it inherentlsuase a level-abstracted notion of the
entities concerned, it also isolates a particudarsal effect of one entity on another,
neglecting other interacting causal mechanismether words, when we are discussing
directional causation, we are considering an argutieat relates to the real causal
powers of the entities concerned, and not to theeroomplex case of actual causation.

While focussing on causal mechanisms allows us$tract from this
complication, there are other complications we mesbgnise. For example, it may be
misleading for some purposes to represent causaianesms as if they are purely the
result of the powers of an ‘affecting’ entity. Calsffects are dependent not only on the
ability of the ‘affecting’ entity to have an impadtiut also on the ability of the ‘affected’
entity to be affected in this particular way. Pksnean exert a gravitational force on
objects, for example, but not on ideas. Criticalists usually represent this by saying
that cause is a result of the combination of a pafi¢he affecting entity with hability

of the affected entity (Harré and Madden, 1975,8%9). Rocks, for example, have a
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liability to be eroded by wind and rain, whereasarts do not. This, however, does not
affect the argument that follows.

Now the default assumption in thinking about cagesems to be that causal
mechanisms are horizontal. However, the meanirigasizontal’ causation varies,
depending upon whether we are assuming that enmgenduces broad levels, or
entity-based branching domains. Causation, for @&nthat is horizontal in the sense
of operating between two entities that are botmébwithin the broad level sometimes
labelled ‘the physical’ — for example between amaand a molecule — may well be
upward, downward, or diagonal when we look at tieirms of more narrowly defined
entity classes. One consequence of broad levellmgg@oaches to stratification, then,
may be to exaggerate the impression that causdianesns are typically horizontal by
mis-labelling as horizontal mechanisms that artyr@sstances of other directional
types.

Whichever variation we are using, though, | ardw the assumption that all
causal mechanisms are horizontal is an error. thdeshall argue that this is another
species of ontological prejudice, although pertep®re subtle one than the desire to
‘reduce’ explanations to lower levels. This claintl Wwe substantiated by making the
case for the validity of other types of directionalisation, beginning with diagonal

causation.

Diagonal causation

In general, ‘diagonal causation’ describes a camsghanism in which an entity
of one class affects another entity of a diffedass, but excluding cases where the two
entities stand in a part-whole relationship to eaitter. There are a number of sub-types
here, since the affecting entity may be a membandadntity class that is higher or
lower in the emergence hierarchy than the affeetedy, or indeed from a completely
different branch of the emergence hierarchy. Tfarsgxample, there may be causal
mechanisms in which a business corporation (higiner) affect a consumer; a free
electron (lower) may affect an atom; or a weatlystesn (different) may affect a rock
formation. Note that | am including in ‘diagonalusation’ cases where the affecting
and affected entities are froctasseof entities that stand in part-whole relationships
each other, as long as timstancesoncerned are not in such a relationship. (Thars, f
example, | do not regard the effect of a water mulkon an oxygen atom as a case of

downward causation unless the oxygen atom is thdlat is a part of that specific

D. Elder-Vass 85



water molecule). This is because the particulaiehges posed by downward causation
only occur when the specific instances concernedraa part-whole relationship.

Now, the essential point of this section is tharéhis no difference between the
logic of horizontal causation and the logic of diagl causation. Diagonal mechanisms
operate (in general terms) in just the same wdki@se that operate between two
entities of the same class, and are just as VEtid. is because in both cases the causal
mechanism depends ultimately on the presence dévieéof organisatiomepresented
by the ‘causing’ entity. In both cases, the operaof the higher level causal effect will
depend on the causal effects of the parts, buteasave seen in the account of
explanatory reduction, it is only when they areamiged in the form of the ‘whole’
causing entity that they have this effect. Themeaslifference in the logical structure of
this explanation between cases where the causecsaisthg entities are of the same
type and cases where they are not.

Let me illustrate this for the horizontal case. $hior example, a molecule-
molecule interaction depends on atom-atom inteyastat lower levels, then on
subatomic particle interactions, and so on. Butctiracteristic that allows us to validly
label it a molecule-molecule causal mechanismasiths only when those lower level
parts are organised into the form required to ctutstthe molecule that they have the
overall effect identified at the molecular levehus, the generalisation is only true
between the molecules, whatever participationgsired at lower levels to implement
it. And the causal mechanism jussthe intransitive referent of this generalisation.

Now this is equally true when the affecting enbiglongs to a different class
than the affected entity — say, when a person érgsn. It seems reasonable to suggest
that there are demi-regs that apply to such caseg.-when a person pulls the trigger
of a loaded gun a bullet will usually be fired’. & fact that a whole series of lower level
events are implicit in this statement is of purglypplementary significance — the
generalisation depends on the characteristic ptiepesf persons and loaded guns. The
existence and behaviour of the cells, moleculed,saon at the lower level is implicit
in the presence of the higher level entities, anddeed a necessary element of the
actual causal process, but it is not a sufficiéement in the sense that without the
organisationof those lower level entities that constitutesrhato the higher level
entities, they would not have this causal effeast &s in the previous case, the
mechanism can only operate when the entities ‘péeswd ‘gun’ are present, whatever

participation is required at lower levels to impkmit.
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To assert the possibility of diagonal causatioanths once again to deny a
generalised eliminative reductionism. The redudsibresponse to this example would
presumably be to claim that the ‘real’ causatios Wappening at some lower level. But
this would immediately strip the explanation ofthlbse characteristic features that
depend precisely upon the entities being what #ney- it would no longer be an
explanation of a person firing a gun but only afhgopart of the process. And there is
no quid pro quoain the form of a superior ontological force foner-level explanations,
because they too are nothing more than statemétiie oontribution of a particular

level of organisation to the causal process.

Downward causation

| excluded the case of strict downward causatiomfthe previous discussion
primarily because of the significant attention thas been devoted to the problem of
downward causation in the philosophical literatomeemergence. The terownward
causationwas introduced by Donald Campbell (McLaughlin, 299. 51), to describe
the case of evolution by natural selection:

Where natural selection operates through life aeatldat a higher level of
organisation, the laws of the higher-level selexB8ystem determine in part the
distribution of lower-level events and substan&ssscription of an intermediate-
level phenomenon is not completed by describing libwer-level terms (Campbell,
1974, p. 180).

As Klee points out, however, Campbell’'s exampledasdownward causation in
the strict sense that | have adopted here, bugraii example of “determinative
connections between two independently functionysjesns” (Klee, 1984, p. 58) —in
other words, diagonal causation. The most sigmifiearly advocate of true downward
causation seems to have been Sperry, who illudtthteidea most graphically by
arguing that in a wheel rolling down a hill it wéee combined effect of gravity and the
shape of the wheel that was responsible for theomatf an individual atom within the
wheel (Sperry, 1969) (quoted in Klee, 1984, p. 3Kim has upped the ante by
suggesting that emergentism logically implies doardvcausation, and therefore by
implication the concept of emergence itself stamd&lls depending upon whether the
argument for downward causation can be sustainathffireys, 1997, p. 3; Kim, 1992,
p. 121).

The argument, | suggesanbe sustained. Downward causation is merely a
special case of diagonal causation, with the adesd that in true cases of downward

causation the causal mechanism of a higher levgyés affecting its own parts. Before
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dealing with the theoretical issues this raisasyle illustrate the principle with an
example — the emission of photons (i.e. light) Isfaa.

To simplify enormously, the emission of photonsabstar is the result of the
extreme conditions of pressure and temperaturts icore, and these in turn result from
compression of the various nuclear particles thanhfthe core of the star by the forces
of gravity that are generated by the mass of theitself (Gribbin and Gribbin, 1999,
pp 189, 195). Now the point here is that the ermarssif photons can in a sense be
accounted for by the interaction between the dagithemselves, but that interaction
itself presupposes a certain set of relationshgbwéen the entities concerned
(proximity, temperature, etc) and that set of refeghips only occurs as a result of the
existence of the star. The same particles orgamssodme other way — e.g. distributed
evenly across space — would not emit photons, higrgcemission of photons can only
be accounted for by combining the part played leyptarticles with the part played by
the relationships between them, and the relatipsdbetween them are precisely what
constitutes them into a star. It is only when thpagicles are arranged in that manner
that a star exists, and only when they are arraimgdtht manner that photons are
emitted. Thus the emission of photons from a sgtdticles that would not otherwise
emit them must be accounted for by the level anoh fof organisation that constitutes
them into a star.

The star, then, has a downward causal effect opdhecles, causing them to
emit photons, which is another way of saying thé s the effect which the group of
particles,organised as a stahas on individual members of the group. We cas th
offer an explanatory but not an eliminative redoctof this causal mechanism — one
which recognises that the role of the higher-lesteicture cannot be eliminated from
the story without doing violence to the causal actoOnce again it would be pure
ontological prejudice to insist that the real cauwgark is going on only at the lower
level when both levels are necessary to the praomsserned.

Challenges to downward causation

Some authors, however, perceive an inconsistertgyelea the idea of a higher
level whole having a causal effect on one of itdg@hile the whole is itself
constituted by that part (amongst others). Steplwarexample, criticises Sperry for his
claim that “emergent phenomena ... have a causaldntpea emergent phenomena on
the very microstructure that determines the emeéngieenomena” (Stephan, 1992, p.
44), and Klee criticises Sperry in similar termdg@ 1984, pp. 60-61).To Stephan, at
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least, this seems to suggest a circularity, onamndetermination, in which different and
incompatible states of the lower level entity maysimultaneously mandated by the
various causes working at different levels.

Now | suggest that this apparent problem comes tr@meglect of the role of
time, and in particular from the neglect of thdehént time-status of cause and
compositior®’ In downward causation, a higher level entity cawsehange in one of
its parts over a period of time — cause is a d@adlrrelationship. But the composition
relationship is a synchronic relationship — it ipgical statement of the relationships
that must exist between a group of parts at a giwement in time (let us call this time
t) for them to constitute a whole of a given typent@mber that composition is not in
itself a relationship with any determinative fordas only binding to the extent that the
(diachronic) morphostatic causes that maintaioitioue to do so. For the higher level
entity to have a causal impact of any kind, thewaht morphogenetic and morphostatic
causes must have led to the satisfaction of thg/sntompositional requirements at
timet. Hence the state of the system at tiaikeis determined by the combination of
these morphostatic causes, if they are still opegatvith any other causal mechanisms
that happen to be operating, including the downwargsal mechanism generated by
the state of the higher level entity at tim&he outcome, logically, may include
changes in the parts that are consistent withdhérwing existence of the whole, or
changes in the parts that destroy the structutradjiity of the whole, or indeed changes
in the parts that transform the whole from one tgpkigher level entity to another.
Thus the part played by a downward causal mechamiagneven in some actual cases
be the critical factor in destroying the entity pessing the mechanism — suicide, for
example. None of these outcomes is inconsisteht tvé compositional consistency
requirements that describe tingial conditions in which the whole will be formed by
the parts, since it is always contingent whethes¢hconditions will be maintained over
time, and there is no reason why a causal powarhigher level entity at timeshould
not be a factor in affecting whether these condgioontinue to exist at tinte 1.

This picture of downward causation should enabl®wdarify one last
challenge that has been raised in the literatur@osynward causation. Kim argues that
downward causation implies that “these ‘higher-lenental events and processes

cause lower-level physical laws to be violated’ntKiL992, p. 120). There is no such

%" My argument here is similar in some respects &hér’s critique of the role of time in
Giddens’ approach to social structure (Archer, 1982 466-471; Archer, 1998, pp. 358-60).
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implication. The causal mechanisms arising fronhérgevels of organisation
supplement those arising from lower levels, theydoviolate theni® In the case of
light being emitted from a star, for example, tte vias a downward causal effect on
the particles that it causes to emit photons &saltrof bringing them into a
relationship in which they exercise causal mechmasithat they already possessed, but
would not have exercised had they not been orgaimde a star.

To put the point slightly differently, in this cabeththe lower level particles
and the star taken as a whole have causal powech wbntribute to the outcome. The
outcome depends upon both being present, althdwegh may also be other
configurations in which a different higher levelsal power combines with the same
lower level causal power to produce a similar ev&hts, for example, a particle may
be induced to emit a photon when it is not pad efar, but for this to occur, some other
higher-level configuration must be created thatthaseffect. For example, a scientist
may set up an experiment which induces a partciit a photon, but in such a case
there is still a higher-level entity exercisingausal power to co-determine the
outcome: the experimental apparatus itself.

Thus, the star example nicely illustrates the pthiat events may be co-
determined by the causal powers of higher and |dewe entities, even where the
lower level entities concerned are parts of théadidevel entity concerned, and even
where the events which result are changes in thegesame lower level entities. If this
is the case in the natural world, then it may @lsdhe case in the social world, and the
application of this argument to the concepts ofadatructure and agency will be at the
heart of the remainder of this thesis.

Conclusion

This chapter has constructed an account of cause @mergent world and
examined some of its implications. Following Bhaskiahas shown that such an
account depends on a careful separation of reabtawechanisms from the actual
causation of events, so that we can see the &tdre outcome of an interacting set of
mechanisms. When we apply this model in an explieinergent world, we must
recognise that causal mechanisms are abstractmmstifie multi-levelled nature of
actual entities and events, and that those meaharasise from the ‘extrajrganisation

% Bhaskar and Mill express this same view in thetggicited earlier.
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that appears with the emergence of each clasgiof.erherefore, actual downwardly-
inclusive events are to be explained as the outama interacting set of level-
abstracted real mechanisms. While | have arguddtibalistinction between real causal
powers and actual causation is more methodolotiieal ontological, it is nevertheless
a useful methodological distinction for understagdtause in a universe built of
entities with emergent properties.

With this account, we can tackle the questionedtictionism, diagonal
causation, and downward causation. Given that tausehanisms arise from the
organisationthat appears with each class of entity, ther@isntological reason why
mechanisms at one level should not affect entitiemother. The actualisation of such
causal relations will involve further causal redas at lower levels; but these too are
nothing more than the outcome of the organisatiah appears at that level, so there is
no reason to privilege them in the explanationsErgument is unaffected by the
question of whether or not the affected entitiesgarts of the affecting entity, although
careful explanation of the timing issues involved been offered to make clear why
this is so.

This conception of cause applies not only to tixéemal’ world, but equally to
human social behaviour itself, and this is a themewill return to as we move on now
from the general theory of emergence to the appbicaf that theory to social structure

and human agency.
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4 Social Structure

The central claim of this thesis is that socialsture is a product of emergence.
This chapter thus presents the core argument dh#ses, at least in its basic form: that
any viable theory of social structure must defind axplain social structures in terms
of the emergence @bcial entitiesand their properties. The chapter therefore mages
on from metatheory into the domain theory of theiaoworld, as it begins the task of
applying an emergentist ontology to the understamdf specifically social structures.
It argues that social entities, composed primarilguman individuals, have emergent
properties or powers in their own right, and té&tacial structure’ is to have some
explanatory value it must relate to these propeiepowers.

Social events, | argue, are produced by the intieraof the causal powers of a
variety of social (and indeed natural) entitiest jas natural events are produced by the
interaction of multiple causal powers. Some ofdbmplexities involved in
understanding the process of social causatiorharefore the same as those involved in
understanding the process of natural causatiomtbets are different, arising from the
unique characteristics of social entities. A seespdheme of this chapter will be to
show how an emergentist theory of social structareaccommodate both kinds of
complexity in its account of the social world.

The chapter begins with a discussion of the congckpbcial structure, by
looking briefly at the typology of competing contepf social structure offered by
Lopez and Scott, and by introducing the distinctietween structure-as-whole and
structure-as-relations, which is essential to ustdeding these existing concepts and
how they can be accommodated within an emergesaime. It then moves on to
begin the construction of an emergentist sociablogly by considering what types of
emergent social entities may be important in sogyp| before focussing in on one such
type — organisations. This section seeks to shaivdiganisations are a type of social
structure that has emergent causal powers, andogoesargue that this model has
much wider applicability to social entities thanghi at first be apparent. The chapter
then moves on to the secondary theme, examining sbithe complexities of emergent
social structure. One section examines the sowfoggnamism and complexity of

entities like organisations, and the next retuonisdpez and Scott’s typology of
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concepts of social structure to show how the sartomplexity it identifies can be

accommodated in an emergentist model of sociattstre.

The concept of social structure

Despite its widespread usage in sociolapgial structures a term whose
meaning is “strikingly nebulous and diverse” (Loer Scott, 2000, p. 1). As Lopez
and Scott point out, “there is little consensusravieat the word means, and it is all too
easy for sociologists to be talking at cross pugpdsecause they rely on different, and
generally implicit, conceptions of social structufleopez and Scott, 2000, p. 1). This
section will start to sketch out the range of saohceptions by summarising Lopez and
Scott’s own typology of concepts of social struetiirit will then move on to address
another important preliminary conceptual questlaat airises when we try to fit existing
concepts of social structure into an emergentshéwork: are social structures

relations or things?

Lopez and Scott: three facets of social structure
Lopez and Scott argue that:

the history of sociology shows the long-term coexise of two different

conceptions of social structure. On the one hdretetis that which we identify as

the idea ofnstitutional structure Here, social structure is seen as comprisingethos
cultural or normative patterns that define the exggons that agents hold about each
other’s behaviour and that organize their endurgigtions with each other. On the
other hand, there is the idea of what we #tional structure Here, social

structure is seen as comprising the social relatibemselves, understood as patterns
of causal interconnection and interdependence aragegts and their actions, as

well as the positions that they occupy (Lopez acaktS2000, p. 3).

They attribute the roots of both of these concestiof structure to the work of
Durkheim. On one hand, they see the ide@astitutional structureas deriving from
Durkheim’scollective representations from systems of shared norms, values, and
ideas that shape social behaviour. As they sayiébmstitutions have their basis in
the culture that people share as members of a coityrar society. They are, at heart,
cultural phenomena” (Lopez and Scott, 2000, p. Rik}itutional structure was most
characteristically advocated by Parsons and thetstral functionalists, and examples
include both large-scale institutions like marriagatriarchy, property, and contract,
and also “the micro-institutions of day-to-day ¢ersce, such as those concerned with

% A useful history of approaches to social structsralso provided by (Crothers, 2002).
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queuing, turn taking in conversations, dinner parttertaining, and gift giving” (Lopez
and Scott, 2000, p. 23).

On the other, they argue thatational structureis based in Durkheim’s
collective relationshipsRelational structure was most characteristicadlyocated by
Radcliffe-Brown and structural anthropology, foramh social structure is “the sum
total of all the social relationships of all indivals at a given moment in time”
(Radcliffe-Brown, quoted in Lopez and Scott, 200046).

Each of these schools of thought largely ignoresctincept of structure implicit
in the other, but there have also been other tignk#ao seek to link the two (and as
Lopez and Scott point out, Durkheim has also infaegl many of these) notably Mauss,
Levi-Strauss, Foucault, and Bourdieu. With the wairksiddens, Foucault and
Bourdieu, though, there appears what Lopez and Seetas a third conception of
social structure (Lopez and Scott, 2000, pp. 17908,

According to this point of view, patterns of ingtibns and relations result from the
actions of individuals who are endowed with theagatpes or competencies that
enable them to produce them by acting in organizags. These capacities are
behavioural dispositions, and so social structaetb be seen as ambodied
structure Embodied structures are found in the habits &illd shat are inscribed in
human bodies and minds and that allow them to p@adeproduce, and transform
institutional structures and relational structuflespez and Scott, 2000, p. 4).

For Lopez and Scott, despite the past disagreerhehigen advocates of these
different conceptions, they represent not mutuakigiusive approaches, but rather
potentially complementary facets of “the basisaxial order” (Lopez and Scott, 2000,
p. 92). By implication, this argument rests on bleéef that embodied structure
provides a linkage between institutional structuegtional structure, and individual
agency. Lopez and Scott’s typology gives us a gowdduction to the range of
meanings osocial structurebut | shall argue below (p. 119) that embodiedcstire is
incapable of reconciling the other two approachdgreas an emergentist approach to
social structure can provide a more viable waydgrating these three facets of social
structure. Ironically, Durkheim is also the keytbrgcal source of the emergentist
approach to social structure, although this aspiesis work has been widely
misunderstood and neglected (Sawyer, 2005, p. 0Q)-1

Social entities or social relations?

A common feature of many conceptions of socialcstme has been to see
structure as a set of relationships of some kimebrd is, however, a “persistent
ambiguity” (Williams, 1976, p. 253) in the meaniofgstructurethat is neglected in
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most accounts of social structure. As Raymond @hik explains, the word originally
referred to the process of building, but:

The word was notably developed in C17, in two nthractions: (i) towards the
whole product of building, as still in ‘a woodemwstture’; (ii) towards the manner of
construction, not only in buildings but in extendedl figurative applications. Most
modern developments follow from (ii), but theraipersistent ambiguity in the
relations between these and what are really exteade figurative applications of
(i) (Williams, 1976, p. 253§°

It is clear from the history of structure and stwal that the words can be used with
either emphasis: to include the actual construatith special reference to its mode
of construction; or to isolate the mode of congtaucin such a way as to exclude
both ends of the process — the producers... andrdaiigt, in its substantive sense
(Williams, 1976, p. 257).

In other wordsstructurecan refer to the whole entity that is structurgdte
relations between its parts, which | shall satlicture-as-wholeor it can refer to the
way that a group of things (generally the parta @fhole) is related to each other,
which | shall callstructure-as-relations®

Now most accounts of social structure generallgrredstructureas if it means
structure-as-relations. Thus, for example, we laready seen Lopez and Scott
describingelational structureas “the social relations themselves, understood as
patterns of causal interconnection and interdeps®lamong agents and their actions”
(Lopez and Scott, 2000, p. 3). Their concephsfitutional structurds less clearly a
case of structure-as-relations, but it is everhnrtemoved from structure-as-whole:
“Here, social structure is seen as comprising tloo#teiral or normative patterns that ...
organize their enduring relations with each otl{edpez and Scott, 2000, p. 3).

But if these structures are not structures-as-vehohen what are they the
structures of? In the extreme case (which LopezSuutt reject), some accounts of
social structure “hold that there is no whole dality separate from th&tructuring
activities and practices that are engaged in biyitdal actors” (Lopez and Scott, 2000,
p. 5). Here structure-as-relations is held to exitiout it structuring any whole at all;
structure here is synonymous with a regular patigraf otherwise unrelated entities.
But it seems more typical “to talk about socialisture as the arrangement or pattern

“0 Crothers cites this extract without appearingemgnise the importance for our
understanding of social structure (Crothers, 2@0Z).

“! Elsewhere in this thesis | will generally rely i@ context to make clear which usage is
implied in each case. This seems more accessineCbllier's more rigorous suggestion that
we use ‘structuratum’ as a synonym of what | stalhcture-as-wholeand ‘structure’ to mean
only structure-as-relations(Collier, 1989, p. 85).
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among the parts of a society” (Lopez and Scottp20010) — in other words, to see
societyas the whole that is structured by these relations

However,societyis an amorphous, poorly bounded and unclearlynddfi
agglomeration that is more analogousi&urethan to any causally effective natural
entity. | do not suggest that there is no suchglai® society, only that the coherence of
any bounded concept of society is extremely probtemThe concept of the state, of
course, is a different matter. States are orgaarsgtusually with well defined spatial
boundaries, at least in some respects. But theyotimap neatly ontsocietiesthere
are many potentially cross-cutting social systemas tollow different boundaries, or
none at all (Walby, 2005). One consequence of ¢jddaon is that less and less social
entities are coterminous with states. But manyr-ekample multinational corporations,
religions, and families — have never structurednbaves on this basis. Given the lack
of coherence of the concept of society, it is lardee how such a poorly defined entity
could have real causal powers. Instead, | sugtiestoncept o$ocietyis useful only as
an umbrella term likeature humanity orthe animal kingdom as a label for the
collection of all that is social. Most of the powéhat have been attributed to societies,
| suggest, belong to somewhat lower-level socitties. If we are to explain the impact
of higher-level structure on human beings, themwst find some more determinate
sorts of structures at an intermediate level betwedividual and society that can have
more specific effect®’

There is more than a hint in the literature th&cjc varieties of structure-as-
relations are taken to be these intermediate levieile continuing to believe that the
structure-as-whole to which they correspond is ingtkess than society itself. But
relations as such can have no causal effect owdinld. It is only when actual entities
are related that the set of entities so relatechear an effect; and, as | have shown in
chapter three, when we claim that a set of loweellentities and the stable substantial
relations between them have a causal effect, slegnonymous with claiming that there
is a higher-level entity formed from these partd eglations that is the causally
effective element. Ultimately, then, the idea thtatictures have causal effects is

incoherent if structure is taken to mean structa®selations and not structures-as-

2 The neglect of these intermediate levels is a comproblem in treatments of social
structure. Mouzelis points out, for example, tHaarsons, following Durkheim, operates within
a society-individual scheme that systematicallyigs the complex hierarchy of actors that
provides the bridge between individual role playsrghe micro-level, and systematic
incompatibilities on the macro-level” (Mouzelis, 219 pp. 18-19).
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wholes. Those accounts of social structure thatiléameously treat structures as
relations and also claim that structures are chusHective, | suggest, rely
systematically on the persistent ambiguity ideetifby Williams to retain the
appearance of coherence — they talk of structwrelatons, while in fact the causal
part of the argument relies structuremeaning structure-as-wholes.

This of course presents no problem for methodoligrdividualists. Since they
deny that social structure has causal effects, ¢hayquite consistently talk of structure
as relations. But it is an error to carry over statk to any account of structure that
claims social structure does have a causal effiéts bwn right, as the emergentist
account does. | argue, therefore, that an emeggetitount of social structure must be
expressed in terms of the causal powers of thelkewtities — the structures-as-wholes
— that are formed as a consequence of the strgeagreelations that are usually implied
by references to social structure. But | have dkthat these social entities are

societiesWhat, then, are they? This is the subject ohtrd section.

The beginnings of a social ontology

Society, | argue, is populated not just by humalimduals but also by a range
of other social entities. Realists recognise tleach discipline has its own regional
ontology” (Benton and Craib, 2001, p. 5), whichntifges the types of entity that are
the subjects of the discipline, and may clarify sashtheir more general characteristics.
This section, then, starts to construct a region&blogy for the social sciences by
enumerating some of the kinds of entity that aeestbject matter of the social sciences
(I make no claim for the completeness of this list)

1) human individuals- people. The status of human individuals as ¢usa
effective emergent entities will be investigatedlapth in chapters six and seven below.

2) organisationsThese social structures are the main focus ofahmainder of
this chapter, which will argue that these struduwran have emergent properties and as
a result can be causally effective. Organisatisasv@addrom, as well ady, human
beings, since human beings are their parts, althdgugay be argued that sometimes
they have other types of parts as well. Organisatarise from the power of human
beings to co-operate — to use each other.

3) human artefactsArtefacts are made by human beings (who thug dmee
causal history as morphogenetic and sometimesaalsoorphostatic causes) from

physical materials, and may have emergent powettseafown as a consequence of
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their (designed) structure — aircraft, for examptay have the power to fly, while
undercarriages, cockpits, tailfins, and food tigdlgenerally do not. Artefacts arise
from the power of human beings to construct — tosls.

4) symbolic entitiesSymbolic entities are created by human interaciiod used
by human beings to communicate meanings. Exampbdsde words, stories, theories,
and ideologies. Clearly such entities have a ckrdtain human social behaviour, and
these too may be emergent in their own right +@seal by Archer under the heading
of ‘cultural emergent properties’(Archer, 1995, fjg9-183). They are implicit in a
number of the arguments of this thesis, but a léetaiscussion of them is beyond its
scope. Indeed | expect this to be a major aretuftirer research. They arise from the
power of human beings to communicate — to use mgani

5) There are alsbybrid typesof the above categorigsigher-levelentities that
are built from various combinations of them. THos,example, a book would seem to
be a combination of symbols and artefact, with gy@et properties not possessed by
either. A more important example for the purpodesis thesis, however, is provided
by institutions Institutions are social practices that are foboveconsistently as a
consequence of shared beliefs — as we saw in exagriiopez and Scott’s typology of
structure®® The ontological status of shared beliefs, howeiggsroblematic. They
appear to depend upon both human individuals amibslyc entities, but | defer more
detailed consideration of their ontological struettor future work. Institutions are
discussed briefly later in this chapter (p. 116).

The objects of study of the social sciences, themprise both human
individuals and a variety of types of higher-les#lctures that arise as a result of
human activity: as a result of humans acting ugoysigal things, as a result of humans
acting upon each other, and as a result of humamgyaipon ideas. | refer to these
higher-level structures in this paper as ‘socidities’. Unfortunately — or perhaps
fortunately — for social scientists, the interactizetween these various entities is
enormously complex (Byrne, 1998, p. 20). As hasaaly been noted, this is also true of
the entities studied by the natural sciences,thwillibe argued below that there are
some varieties of interaction that are unique &dbcial sciences, and that pose
particular problems for a purely naturalistic aatioof them.

“3\We must be cautious in reading the literature, dw@s;, to recognise thatstitutionsis often
given a wider sense than this — one that includgarisations. Durkheim, for example, talks of
the state and the family as social institutionsriddeaim, 1964 [1901], p. xIvi).
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Organisations

A great many social scientists have denied thaakstucture can be causally
effective. In the realist tradition, a prime exam provided by Varela and Harré, who
regard any such belief as “the fallacy of reifysmg@roperty of a group of social actors
into an entity” (Varela and Harre, 1996, p. 314icler, in particular, has already
replied effectively to such arguments, for exampléArcher, 1982), but their
persistence indicates that a more detailed anadysige case for the causal
effectiveness of social entities would still hawdue. This section will develop such an
analysis, focussing on the case of organisaticrfigps the type of social entity whose

causal efficacy it is most straightforward to expla

Roles and the structure of organisations

Any organisation, | argue, is an emergent entitmgosed of a group of human
individuals, structured by a set of relationshipsaeen them. It is common in
sociology to call these relationships tioées of the people who occupy the particular
social positionsn the organisation (Biddle, 1986, pp. 68-9). Stalks implicitly
represent rules that define how the incumbent malate to other members of the
organisation, and also how they must relate toiderts when acting on behalf of the
organisation. Lopez and Scott, for example, write

Each social position defines a role in socialideits occupants... Roles are
definitions of those things that people are expmktiedo in the various situations that
they encounter in their lives... They specify théntggand obligations that are
entailed in social positions (Lopez and Scott, 2@0Q9).

Occupying a social position or role means (a) todoegnised as occupying it
by the other relevant role incumbents, and (b)aidgem the behaviours that define the
role*

In the terms of an emergentist ontology, rolesrateentities but relations —
hence they are not constituted by parts but insdeadccupied or performed by actual
people. They are, as Bhaskar puts it, “the ‘sl@s’it were, in the social structure into
which active agents must slip in order to reprodtic@Bhaskar, 1998b, p. 40). They
can therefore only have causal influence in thesd¢mat, and to the extent that, they are

SO occupied, or to the extent that the role incumtdb&dopt’ their characteristic

“4| follow the common practice of calling the occaofsaof a social positiorole incumbents
although strictly speaking this is inconsistenthwhe usage able andsocial position
described above.
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behaviours — which is of course another way ofrgayihe same thing. Now, when a
role incumbent adopts the behaviours defined mtea(e.g. answering the phone in the
call centre if they occupy the role of a call hangllagent), we have a casedofwnward
causation in the sense that the behaviour of the role ifmmhis influenced by (their
understanding of) the institution’s expectationgrafes for) a holder of that position.

This, of course, is to claim that human behaviswaused, which may make
some social scientists uncomfortable, but it istoatlaim that it is ever caused
exclusively by a single factor. | make no claimenhtirat the role incumbent’s behaviour
is ‘determined’ by the social structure — in thésse by the rules of the organisation — as
this would be to claim that there is only one cateetor operating on the incumbent.
Rather, | argue that the action of the role incumliee co-determined (as in all cases of
actual causation) by a variety of causal powerduding the causal power of the
organisation as exerted through its rules, as agethe causal powers of the individual
role incumbent (cf. Archer, 1995, p. 184). Thug, ¢tinganisation has a causal effect on
the role incumbent, although this effect, like @aysal influence, does not fully

determine a necessary outcome.

Whose causal powers?

To the extent, however, that this causal mecharssffective, the behaviour of
the role incumbent ‘in the role’ is part of the betour of the organisatioft,and the
causal effects of the organisation are the aggeegfahe causal effects of its role
incumbents when they do act in role. Now, a methaical individualist would argue
that this reduces the behaviour of the organisatidhat of the individuals and there is
no need for the organisation at all in this expleme( e.g. King, 1999b, p. 271).
However, the argument made in chapter three agalinsinative reductions in general
is perfectly applicable to this case. The role mbents have the effects that they do
when acting in these positions only because theyaganised into this organisation
through their performance of these roles. If theeee no organisation there would be
no such positions or roles and the people woulébelifferently. Hence the causal
effect of the organisation cannot be eliminatednftbe explanation of this behaviour.

Similarly, if there were no organisation, then th@ath whom the role

incumbents interact would treat them differentlwduld not hand over my money to a

5 Mouzelis seems to intend something similar whetahes of “the type of action that results
from the incumbency of authority positions” as aecaf “macro action” (Mouzelis, 1991). See
my discussion ofmega-actordelow.
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person in a shop, for example, unless | believey ttad, through their role
incumbency, the right on behalf of the businesy tkepresent to give me the goods |
expect in return. Although | am served by a pelsam served by them as a role
incumbent and expect them to act in a certain wiyrepresent the retail business that
owns the shop and its stock — as a result of diésincumbency® This effect on my
behaviour is itself an emergent causal power obtiganisation.

To give another example, the employees of an osgéion only accept and
follow instructions from their managers to the extiat those managers have, through
their role incumbency, the right to make such aiest} In this case, the organisation
has a downward causal effect on the employee’sviairathat has operated through a
fellow role-incumbent; but it is nevertheless afeeff of the organisation because the
manager too is operating as a role incumbent alydhais the authority to give an
instruction because she operates as a representétive organisation.

In discussing role performance, we must distingbistween the behaviour of
an individual in general and their behaviour ‘ie tlole’. Thus the chief executive’s
actions are part of the organisation’s actions watemis seen as representing the
institution in the terms of her role (e.g. when mgkan announcement at a corporate
event). But they are not when she is acting outideole — in a private capacity (e.qg.
when going for a swim), or when she is acting imsamther role (e.g. when speaking as
a candidate for election under the banner of dipaliparty).

Even when a role incumbent is acting ‘in the rofe@wever, and thus on behalf
of the organisation, this does not mean that theaviour is entirely determined by the
organisation or the role specification. The capsabers of the individual and of other
factors also continue to co-determine such behavidus helps us to explain the
otherwise problematic category of ‘mega-actordtaduced by Mouzelis. These are
individuals “whose economic, political or cultusabbased social power makes the
consequences of their decisions widely felt” (Mdiszed991, p. 107). Such actors can

be influential in one of two distinct ways. Firdtey may have substantial influence in

“® This is the first of several occasions on whig¥ill use companies as an illustration of the
properties of organisations. This rests on therapfion that ‘company’ is a sub-type of
‘organisation’. Clearly sub-types have specifictfigas that distinguish them from the broader
type, e.g. the ‘legal personality’ of the contengrgrlimited liability company, and particular
sub-types such as companies may represent hisipspacific forms of a more general type.
They can still be used to illustrate the propentiethe more general type, however, as long as
those illustrations do not rest on features ofsihie-type that are not shared by the more general
type, and this is the strategy adopted here.
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their capacity as private individuals. Thus, foamwle, a wealthy and prominent
private art collector who patronises a particutglesof art may have a significant effect
on social tastes, and through this, for exampldéherart-buying behaviours of both
other private individuals and of organisations lkéblic galleries and businesses
corporations.

Secondly, and more relevantly to the current arqumedividuals may be
immensely influential by virtue of the way in whitey perform their roles in
organisations. Such roles can be performed wedbdty, because role specifications do
not completely describe how they are to be perfdri®®le specifications constrain
acceptable behaviour in a role, and they may peoerderia for standards of
performance, but they also provide resources tleadwailable to the role, and leave
open many alternative ways of performing the rélas is one of the crucial ways in
which social roles differ from role-equivalentstive structure of natural objects: they
provide the opportunity for flexible behaviour witlthe social position by its
incumbents, and such flexibility enhances the folgses for the individual role
incumbent to have an exceptional impact, whethénerform of spectacular success or
dangerous failure. Hence, for example, an excealliypoapable or lucky chief
executive may contribute to the establishment@dminant business corporation with a
major impact on society. And, of course, mega-aat@ed not become so as a
consequence of their own exceptional abilitiegs #nough to be in a role that gives one
personal influence over a powerful organisatiore Phesident of the United States, for
example, will inevitably be a mega-actor simply dese of the combination of their
personal discretion in performance of their roléwhe immense power of the US
Government. Their actions in this role, unlike #a$ the wealthy private art collector,
will be part of the actions of the organisatiomtioich the role belongs, yet their
position enables them to affect the behaviour sf dhganisation in a potentially
influential way.

The behaviour of the organisation, to summariseghction, is the aggregate of
the behaviours of its role incumbents ‘in the roldthough the relationship between
these behaviours is additive, the organisatioreigrtheless emergent, because it has a
non-linear effect on these behaviours as a restifieofact that the role incumbents
behave differently as role incumbents than theyld/bave done ‘in isolation’ (i.e. if

they were not incumbents of these roles).
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Role incumbency and organisational morphostasis

Thus far, | have given an analysis of organisatibas addresses three of the
five elements required for a full analysis of accaemergence - it has identified the
components of an organisation (people), the relattbat constitute them into the
organisation (roles), and how this gives the org@tion emergent properties not
possessed by its parts. A full analysis, then,rstijuires an account of the
morphogenesis and morphostasis of organisatiorth &uaccount is mostly beyond
the scope of the present chapter, but there iaspect that is worth examining: the
relationship between role incumbency and orgamsatimorphostasis.

The morphostasis of an organisation requires #)at bas incumbents for all
essential roles; and (b) those incumbents act ithe expectations for their role. Now,
there is, in the account so far, no necessityttieste requirements will continue to be
met. Being a role incumbent, for example, is pucalgtingent. A role incumbent may
choose to leave the role (in most contemporaryrosgéions) and if they do so then any
downward influence of the organisation on the farneée incumbent will cease. But
organisations are a type of entity that has thityabo survive the exchange of token
parts, in the terms described in chapter two. Tdaytherefore provide for their
morphostasis by replacing role incumbents who lesgential roles. Similarly, role
incumbents may fail to perform according to thardabn of the role, which could
undermine the performance and ultimately even timicuing existence of the
organisation. Again, this is generally dealt withtg simply — either by removing and
replacing the incumbent, or by managing their pennce (e.g. by further training or
by disciplinary threats) so that it does startdaoform to the role’s requirements. Any
organisation that is unable to deal with eithethefse sorts of problem is likely to fail
and dissolve — although there are also of cours@ymther problems that could lead to
such a result, and a successful organisation navst imorphostatic processes in place
to defeat these too.

It is worth a brief digression to examine how tisry compares to similar
stories in the natural world. We might argue, foample, that a hydrogen atom has a
certain role as part of being part of a water malecthat the water molecule only exists
and has the powers of a water molecule as lonigealsytdrogen atom (or another
equivalent one) performs this role, that countdinvgicauses may interfere with its
continuing in the role in which case it may leawe molecule resulting in the
dissolution of the molecule, and so on. Other sofrtsgatural entities may mis-perform
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their roles — for example, diseased cells in adgiglal organism — with the result that a
whole of which they are part suffers performancgrdéation or ultimately dies or is
otherwise dissolved. And natural entities may haeephostatic mechanisms (e.g. an
immune system) that defend them against such greabther words, some aspects of
the concept of role and the performance of rolesat unique to human organisations
or dependent upon any specifically human property.

On the other hand, thgarticular way in which human beings perform roles is a
product of the way that human beings act in a wégeise. Factors such as
consciousness, reflexivity, and the concept depsralef human action mean that there
are a whole variety of different factors involvedsiecuring human role performance —
in particular, humans must persuadedo perform a role. Unlike the parts of most
lower-level natural entities, they cannot just leé&dhin a particular spatial relationship as
a result of which role performance becomes autamalience the importance of social

power and socialised norms and values.

Informal organisations

We are accustomed to thinking of organisationst®er formal structures, with
roles and the procedures associated with themetehy constitutions, organisation
charts, rule books, operations manuals, job desmni and so on. However, as many
authors have shown, even the most formal organisafillso depend upon informal
relations between their members in order to fumcéffectively, and roles within them
may be definede factoas much by these informal relations as bydigure
documentation that purports to be authoritativeprectice, the structure of any
organisation has both a formal element and annméibelement.

Some organisations, however, are more formal tiiagr®. Mature governments
and large business corporations, for example, tete rather formal and
bureaucratised, whereas smaller organisationsfime more dependent upon personal
relationships. We can represent this by seeingdband informal organisations as two
ideal types, with actual organisations represerdingrying mix of the two. In more
formal organisations, more of the behaviour ofdhganisation and of its members
acting in role can be explained by reference tadtumented rules and procedures. In
less formal organisations, personal influence ha®ee significant effect, and we may,
for example, need to adopt a social network motitHeorganisation, weighting the
contributions of individuals by a variety of meassiof their influence, if we want to

explain why it and its members behave as they @, ®r example, Castells, 2000).
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As we move towards the ideal type of informal oigations, we find a number
of varieties of social entity that continue to faithin the structural range of the entity
type even though they are rather far from our tgfstereotypes of it. These are still
emergent structures with causal powers that emertpe same general way as those of
more formal organisations. Thus, for example, fesjimarried couples, and
communities may exercise emergent causal poweasiag — powers that are, by
implication, different from those that would be etsed by their members were they
not parts of these units. The explanatory powehefanalysis of organisations
presented here, then, is potentially much widem thenight at first appear.

The boundaries of the type, however, are not ydtemeugh defined. A
particularly interesting case that could argualilyithin it at the informal end of the
scale is provided by Goffman’s analysis of intei@csituations (Goffman, 1956). Such
a situation may be rather short-lived by comparisth most organisations, but it does
consist of a group of human individuals (and oftesre than one group of individuals —
e.g. customers and staff) whose behaviour is guigaoles. These roles may often be
informally or even implicitly allocated, but they dollow culturally well-established
patterns and can be relied on to be instantiatedsentially similar forms in many
different cases of actual interaction. Goffman helhsees such social encounters as
“those entities in social life that come into beimlgenever persons enter one another’s
immediate physical presence” (Goffman, 1956, p.) 246l a number of authors have
suggested that there is an emergence process lahema (for example Brante, 2001,
e.g. pp. 185-6; Sawyer, 2005, pp. 198, 210-14hi#fis so then it would seem to have
the same form as the process at work in organisatibe members of the encounter act
in a different way, and are able to have diffeedffeects on others, as a consequence of
being part of an encounter of a particular typeidally these effects are on other
members of the same encounter, so here we havstamce of what Bhaskar calls
intrastructurationat work, but there is no reason why such effeatsreot have wider
implications, as for example in the encounter betw€hurchill, Roosevelt and Stalin at
Yalta cited by Mouzelis (Mouzelis, 1995, p. 18).

This same encounter serves as a useful remindke ohulti-layered nature of
social events. This high-level social event of riegimg and signing a treaty, when seen
in downwardly inclusive terms, included a wholegarf smaller events. This range
included the encounter between the three leadets|$o included at the very same

moment the particular actions taken by those figashuman individuals in the
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encounter, the biophysical movements of their tmdiee behaviour of the cells making
up their bodies, and so on. As in all such higrelewents, a vast range of entities with
emergent causal powers interacted in its produ@avass all of these distinct levels.
There is no contradiction, therefore, in arguinaf tihese individuals had a causal effect
on the outcome, that the emergent properties af teeting as a fleeting interactional
organisation had an effect, and that the causakpoof the states they represented also
had an effect, no doubt interacting with many ottaarsal factors. Different causal
powers will have had significant effects on difi@raspects of the outcome, and
identifying the entities with causal powers invalva the overall process is only the
beginning of the process of providing an explamatibany given aspect of that
outcome.

These are just the same complexities, on the whsle,e are faced with in any
case of actual causation. But the story told Herstiates at least one aspect of the
causal powers of social structures that make caxgdhnation in the social world yet
more complex than that in the natural world. Thighie ability of humans to perform
multiple roles — as Churchill, for example, coutd simultaneously in the role of
participant in a social encounter and in the rdlprone minister of the United
Kingdom. This introduces a level of complexity inkee social sciences that is unknown
in the natural sciences, in addition to those featlike reflexivity and concept
dependence that were introduced in the previoussed hese uniquely human
features lead to unique features of social systergh are the subjects of the next

section.

Unique features of social systems

Organisations have a range of properties that reaghlred by other social
entities but are rare or unheard of in the natald. It is common in sociology to
stress the role of meaning and culture when conagléhe uniqueness of the social
world, and these are certainly important, but important to recognise that social
systems may be distinctive in other respects tbas Jection considers a number of
such respects, beginning with the exceptional agegfdéexibility of form demonstrated
by organisations — both structural and spatials Tleibility, however, is only one of a
number of characteristics of social systems thatentaem uniquely complex. Like
natural entities, social entities present us witlomplex field of interacting emergent

entities. Unlike most natural entities, howevej,q@cial entities like organisations are

D. Elder-Vass 106



complex adaptive systems that are themselvesmnctumposed of complex adaptive
systems; (b) social entities have poorly definedrgtaries (not just spatially); and (c)
social entities do not have exclusive parts — #meshuman individual may be a part of
many different social entities that are not in tpamts of each other. Social entities (like
at least some natural entities) are further corafgid by the intersection of different
dynamic properties possessed by different butactarg social entities, and even by the
different dynamic properties of different aspedtthe same entity. Let me briefly

discuss each of these in turn.

The dynamism of organisations

Social systems are not fixed in form; in the teohshapter two, they are
changeable structures, and hence can remain treetgamof structure while changing
their particular form as long as they stay withie structural range of the type.

Human beings, for example, develop over time —unearlier years we grow, in our
middle years our brains develop more and more usefinections and hence
knowledge, and in our older years we develop stfraging. Not only do we change,
but our bodies also constantly rebuild and repeantselves, so that maintenance of the
biological organism implies not only a constantrain the arrangement of the parts,
but also a constant change in the parts themselt@sen exchangeability — as the body
continually replaces one cell of a certain typehveihother.

Organisations are also changeable structures wathranges, and also exhibit
token exchangeability, but they also go througleast one more type of change that is
of extreme importance: they can change their fantiredy, so that what was once one
sort of entity with a particular set of causal posvinat derived from its particular
structure and parts can become a different sahbfy with different parts or a
different arrangement of them and hence a diffesehbf causal powers. As Buckley
puts it, “persistence or continuity of an adapsystem may require, as a necessary
condition, change in its structure” (Buckley, 198886). Thus, for example, an
absolutist state can change into a democratic @atemay have to if it is to survive), a
colonial administration can change into an independtate, a business that starts off as

*" Note that | ussysterras a synonym aéntity. | usesystenwhere this is more consistent with
the terminology of the existing literature, for exale on complexity theory. This does not mean
that | endorse functionalist usagessotial systemn which this term is often identified with
society or with arbitrarily abstracted functional subgyss of societies.
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a sole trader can change into a partnership amdtom private then a public limited
company, and so on.

This does cause some difficulties in the use doflatp describe changing social
entities. To quote Buckley again, “the complex,@n& system as a continuing entity
is not to be confused with the structure which gystem may manifest at any one
time” (Buckley, 1998, p. 86). Both are importanth e one hand, it is the particular
structure at any one time that determines the powofkthe entity at that time, whereas
we must recognise that an entity that changesriistare also remains in a sense the
same entity. We might label the first sort of gntdefined by its structure, as a
structural kind and the second, defined by its continuity, aadaptive kind Typically
we label instances of these by giving structuratikiqualified names. Thusonarchy
may be an adaptive kind, widbsolute monarchgndconstitutional monarchyfor
example, as structural kinds representing diffeneoinents in its structural history.

Now this is a feature that is not unique to theaogorld, as is of course
suggested by Buckley’s use of the general langoagemplex adaptive systems.
Biological species, for example, change over tiamg] if we suggest, for example, that
‘homo sapiens’ has evolved from ‘homo erectus’ (Baad, 1992, p. 30), we will be
labelling two structural kinds that represent digfe moments in the history of the
adaptive kind ‘human’. But social entities have samique features that allow them to
be adaptive in more dimensions than natural estitiéth the result that they have a
level of potential dynamism that is unparalleledhie natural world. In particular, they

have the feature apatial flexibility.

Spatial flexibility

As a general rule, the entities studied by thenahtciences (at least insofar as
they are structural kinds) assume relatively figpdtial relationships of parts, either
static arrangements or stably dynamic relationslsipsh as an elliptical orbit, or the
physiological structure of a body. Similarly, swattities generally have clear spatial
boundaries that distinguish their internal parntsrfrtheir external environments.

But social entities do not depend on these sorspafial fixity. Some, like
households, schools, and cities, usually assumeéaf selations that is spatially
constrained by particular physical contexts, suech house, a school building and yard,
or the physical layout of the city, but even thibage considerable room for spatial

diversity of inter-relationships within these coxtte Thus, for example, school children
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move around within the school, they go on schapsfrthey may go off site for sports
activities, and all while they are still within titenfines of the ‘pupil’ role.

Other organisations may have even looser spatatiopships. In a business
corporation, for example, some of its activitiesyrba focussed on specific sites, such
as office blocks or factories, but others may bemmore far-flung, such as sales reps
visiting clients or buyers attending trade faitgslof course this inherent flexibility of
spatial relationships that makes possible the utdorextension of social entities across
space, and thus the phenomenon of ‘globalisatiote generally, it has been possible
for social entities that developed in relativelgdtised spatial contexts to spread much
more widely in spaceithout becoming new structural kindehus, social entities do
not depend on structural adaptation to increage gpatial reach or alter their spatial
distribution, with the result that such changes @ecur relatively quickly and easily.
This, of course, brings them into new situatiorat thay in turn contribute to actual
structural adaptation, but this is additional te gotential for dynamism that is already
inherent in the spatial flexibility of social emgis.

Organisations as complex adaptive systems

The flexibility of structural form exhibited by siat structures like organisations
has encouraged thinkers in the systems traditiaeéathem asomplex adaptive
systemsThe idea of a complex adaptive system is derik@d general systems theory,
and most thoroughly theorised in its latest incaoma complexity theory. A complex
adaptive system is not just complicated but alg@mbke of developing its structure in
response to its environment (Buckley, 1998, p.G#iers, 1998, pp. viii-ix; Waldrop,
1994, p. 11). Over the long term, the process ofugn by natural selection makes
biological organisms — and thus human beings — texrglaptive systems. Over the
much shorter term, however, human brains can beageomplex adaptive systems;
they may not adapt their outward structure withlmuenan lifetime, but they constantly
develop and reconfigure their internal network efiral connections in response to
stimuli from the environment. This underlies thdigbof human beings to learn and to
adapt their behaviour.

Human beings, then, are complex adaptive systeath §ystems are harder to
explain in causal terms because they are, atileasime respects, what | have called
adaptive kinds: their causal powers change oves.tirhus, for example, a graduate
student may develop a new ability to write com@ertences on the philosophy of the
social sciences, a politician may develop the @it lie plausibly, and so on. This is
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combined in human beings with the ability to montteeir own performance. The
combination of adaptivity and self-monitoring meaas only that the powers of such
an entity can change, but also that they can hagedency to increase or improve, as
the entity tends to become better adapted to its@mment.

Now social entities are also complex adaptive systelhey change their form
over time, in response to changes in their envimirFurthermore, at least some
social entities — i.e. organisations — have theldgipy to monitor their own
performance, and hence a tendency to become hdtpted to their environment
(although this may not be obvious, since their cetitqrs are simultaneously doing the
same thing, so theelative performance of an organisation may not improviesas
capabilities do).

Social entities, then, are complex adaptive systamgposed of complex
adaptive systems. Hence, not only their structamealso their components, tend to
adapt over time. Given that the causal powers pfeatity depend upon both the causal
powers of its parts and the way that those paet®aganised to form them into the
higher level whole, the causal powers of sociakiestare subject to a compound rate of

change.

Organisations have poorly defined boundaries

A further complication for the analysis of sociatides derives from the spatial
flexibility discussed earlier. Physical or mateeatities have clear boundaries, and all
of the lower-level entities within those boundai@es generally parts of it. There is one
class of common exceptions: entities that are pastsing through’, such as X rays
passing through an object, or food passing thramgbrganism’s digestive system.
These may have an effect on the entity, but theyat generally considered part of it.
Social entities, however, often have much lessitdadpoundaries® What is the
physical boundary, for example, of a trade unidre?ttade union is composed of its
members, and its members may be located anywhéhe wworld, even when acting in
the role of a member, the concept of a physicahdaty to such a system is essentially
meaningless.

The lack of a physical boundary to a system, howeyreates a further problem,
since the boundary of a material system providesa demarcation between those

entities that are its parts and those that arelinigtreasonably uncontroversial to say

8 Sawyer makes a similar point (Sawyer, 2005, p. 26)
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that a trade union’s parts are its members, butrathses are not so clear. | have
assumed above that a company’s parts are its eeggoput in legal terms we could
argue that it is really a company’s shareholdeais dine its parts. It seems more sensible
to argue that the company’s shareholders are attpanties who stand in a relationship
of ownership to the company, but we need a morergéwriterion to help us sort out
such ambiguous cases. One plausible candidate rsifinthat a person (or other entity)
is part of an organisation when they perform a tioé involves acting on behalf of the
organisation. This excludes people acting in rbkes'shareholder’ and ‘customer’:
while the continuing existence of the organisatimaty depend on its interactions with
people in roles such as these, they are not phit¢adthough they are parts of
complementary social institutions, such as thetmas of purchasing and
shareholding). Rather, they are external entitiesse causal powers contribute to the
morphostasis of the organisation.

Despite being at first sight plausible, howeveis ot clear that this rule is
really watertight. If we test it with regard to uarsities, for example, it suggests that a
university’s employees are parts of it, whereastiislents are not. In one sense a
university’s students are its customers and hexrtzreal to it; but they are likely to be
subject to its rules, they may be called ‘membefshe university either before or after
they graduate, and at times they may be takenpassenting the university — for
example, when appearing in a university sports tearanUniversity ChallengeThis
suggests that in borderline cases ‘being a pahafrganisation’ is not a binary
property but an ideal type; that people in certalas are on the boundary between
being internal and external to the organisatiorckBey has even suggested that “when
we deal with the more open system with a flexiltecture, the distinction between the
boundaries and the environment becomes a more arglarbitrary matter, dependent
on the purpose of the observer” (Buckley, 19986).

Luhmann points the way to an alternative criteritie can speak of there
being a social system only to the extent that yiséesn can be distinguished from its
environment. Moreover, the agents themselves, ahtharely sociological theory,
must be able to recognize the boundary betweeprsyahd environment’(Luhmann,
1982b, p. 139). On this basis, we might arguedhagrson (or other entity) is part of an
organisation when they perform a role in which thelieve they are acting as part of
the organisation. But this still leaves questionmksais it their own belief that should

count here, for example, or the beliefs of thosth wihom they interact in the role?
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It may be, then, that there is no unambiguous geceiterion for determining
who is and who is not part of a given social enfity the moment | simply conclude
that although it is often obvious who is part gfaaticular social entity and who is not,

social systems do not necessarily have well defobmohdaries.

Social entities do not have exclusive parts

It is also worth expanding on the implications dtigher property of social
systems that we have already noted above: thatsampés only part of a social entity
when they are behaving ‘in the role’ — the roleytbecupy within that entity. At other
times, they cannot be considered part of that sysBat this means that at other times
they may act in some other role, as part of sorheraocial entity. Thus, the same
human individual can be part of multiple socialitseg — | can be part of a university,
part of a married couple, part of the British Sémiical Association, and part of a great
many other social systems (cf. Cilliers, 1998,;@&rsons, 1966, p. 1; Parsons, 1969, p.
354). This is quite different from the situationmbst natural entities. Because of the
physical boundedness of most natural systems, rity ¢hat is part of one natural
system cannot be part of another, except yet higlvet systems of which the first one
is itself a part. An atom, for example, can onlyplaet of one molecule at a time. It
could, of course, via being part of the moleculsg de part of a cell, and via the cell,
also be part of a human being, but the moleculebegmart of only one cell, and the cell
part of only one human being. A person, however,bmpart of many different social
institutions by virtue of playing different rolesdifferent times. To an extent, it is even
possible for human beings to play multiple rolethatsame time. Thus, for example, if
a manager in a business promotes a fellow memtesetret society whose principles
include mutual assistance, she will, in a singleac be acting simultaneously ‘in the
role’ of manager and society member.

The consequence of this is to introduce yet anath&ue dimension of
complexity to the social sciences. By virtue ofitlueerlapping membership of
multiple social entities, human beings are suli@¢possibly conflicting or
contradictory) downward influences from a varietyiferent organisations and
institutions in which they are expected to playlerOn occasions, their role
performance in one role is likely to be affectedtiy influence of the others (Biddle,
1986, pp. 82-4; Goffman, 1956, ch 4). The possassionultiple roles is of course a
feature of modernity; this is not to say that pedphd only one role each in pre-modern
societies, but the quantity of different roles qued by the same person increases
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radically with the differentiation of society, aglvas the potential for divergence
between the behaviours expected of the same parsoultiple roles, and hence this is
a dimension in which complexity is increasing otrere (Luhmann, 1982a).

Interacting dynamics
Finally, social entities (like at least some nalteraities) are further complicated

by the intersection of different dynamic properpessessed by different but interacting
social entities, and even by the different dynapmaperties of different aspects of the
same entity. Here | am thinking of the distincti@inawn by complexity theorists
between “near to equilibrium” and “far from equiiilbm” systems, and mirrored by
Buckley in his distinction between “equilibrial’hbmeostatic”, and “morphogenic”
systems (Buckley, 1998, p. 69; Byrne, 1998, p.Hfxyvey and Reed, 1995, p. 305).
Parsonian theory notoriously saw social systenesasntially equilibrating systems,
and was widely criticised for its failure to alldar dynamic chang&’ Complexity
theorists, by contrast, have tended to stresshibersinpredictability of dynamic
systems in a far-from-equilibrium state. In mangpects, this offers the prospect of a
more plausible social systems theory (Byrne, 1998). But, although complexity
theorists have striven to contain this unprediditsn the development of a
mathematics of complexity, there is also a riskmironic inversion of Parsons in
which the unpredictability of social systems is esgessed.

The real challenge for social theory is to expthe combination of an element
of predictability with an element of unpredictatyilin different aspects of the same
entity. In the typical business corporation, foaewle, it is very predictable that as long
as they keep being paid, and except when theyl atieei vast majority of its employees
will turn up roughly on time for work on every wanky day. But it is far less
predictable whether it will choose to branch otib inew product lines, or into new
countries, or to continue its market strategy magivefore. Any attempt to model or
predict the future of a company, then, must eittwenbine “near to equilibrium” and
“far from equilibrium” behaviour within the same nhal, or it must abstract from the
total picture and model one of these behavioursendgsuming that the other is not
significant for this specific explanatory purpo$ée Parsonian fixation on equilibrium,
then, must be eliminated, but equilibrating tendenm social systems cannot be

ignored. On the contrary, it is the massive pog&titr dynamism and instability in
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social systems, arising from the kinds of complegiscussed above, that makes it
important to identify how social systems do rethi@ level of stability that enables
them to function in the first place. We need tolaxpboth stability and change in
social systems — and the “constant creative tehgiurckley, 1998, p. 46) between the
two — within the scope of a single theoretical apgh.

This may mean that prediction is only likely to ceed for the more stable
aspects of social systems. But it does not medmibanust abandon the search for the
causal powers of social entities, since it is dipydentifying such powers and showing
how they are combined in the generation of actuahts that we will ever be able to
explain social events. While, at the theoreticaklethis calls for the same elements of
causal analysis in the social as in any other segrat the methodological level the
prevalence of highly complex and dynamic open systa the social world rules out
not only the experimental method but also, muctheftime, the possibility of
identifying causal mechanisms through obvious eicgdiregularities.

The emergentist approach to social structure is #fole to accommodate some
major forms of complexity arising from the dynamioperties of structures like
organisations and the potential for overlappingveen their parts. In the next section
we will see how it can accommodate a different sewf complexity — the relationship

between institutions and organisations.

Unifying the three facets of social structure

Given the analysis of social structure presentdtigichapter, we are now in a
position to evaluate Lopez and Scott’s accounhefthree facets of social structure. As
we saw earlier in the chapter, they label theseetlfecetsnstitutional relational, and
embodiedstructure. Institutional structure is defined #®%e cultural or normative
patterns that define the expectations that agestsabout each other’'s behaviour and
that organize their enduring relations with eadtect (Lopez and Scott, 2000, p. 3).
Relational structure is “the social relations thelwss, understood as patterns of causal
interconnection and interdependence among agedtthair actions, as well as the
positions that they occupy” (Lopez and Scott, 2Q0@). And embodied structure, they

argue, consists of “the habits and skills thatieseribed in human bodies and minds

9 See for example, (Black, 1976) and (Hacker, 193@)pugh Parsons offers a plausible
defence in (Parsons, 1976, pp. 337-9).
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and that allow them to produce, reproduce, andfoam institutional structures and

relational structures” (Lopez and Scott, 2000,)p. 4

Linking relational and institutional structure
Although the first two of these appear in the &tere primarily as competing
conceptions of social structure, Lopez and Scotiathat

The concept of social structure points to a complixulation of the institutional
and relational elements of social life... [hence]lgses of institutional structure and
relational structure offecomplementarynot alternative, frameworks of sociological
analysis. Sociology will prosper only if it recoges this (Lopez and Scott, 2000, p.
4).

In particular, as their definition of embodied sture indicates, they see
embodied structure as at least part of the linkvben the two:

A more comprehensive account of the social strugjusf human bodies has been
set out by Foucault, and the extensions to thisenigdBourdieu connect his work
with both Giddens and the earlier writers on ingittinal and relational structure. For
both Foucault and Bourdieu, bodies are seen asatiiers of relational and
institutional structures (Lopez and Scott, 2000§).

Despite the link through embodied structure, Loged Scott are cautious about
attempting to explain the relationship betweenti@tal and institutional structure. |
suggest that there is a crucial missing link inrthgempt to reconcile these various
views of structure. This is the concept of emergesombined with a clear
understanding of the various elements that areinedjto explain it and indeed of the
differences between different kinds of social dinoe. This section relates each of these
three types of structure to their roles in the eyaece of social structure using the five
pillars for the analysis of emergent systems idieatiin chapter two. Somewhat
loosely, the three facets of social structure idiedtby Lopez and Scott can be related
to three of the pillars of emergence, as they afgptyrganisations (although we will
also have to consider their potential role in ogwats of structure). Relational structure
corresponds to the organisation of the parts iamiggtions. Institutional structure is
more problematic, as | shall show by discussingeigtionship to institutions, but in the
form of norms and values it provides a key elenmretthe morphostasis of
organisations, and also part of the mechanism gtrehich their emergent properties
arise. And embodied structure also provides at [g&@$ of the mechanism by which the
behaviour of social entities emerges from the behanof the people that compose

them. Let me discuss each of these three in turn.
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Relational structure corresponds to the relationstiveen parts

The first of these correspondences is clear angle— relational structure is
nothing more nor less than the organisation optms of a social whole, and
corresponds precisely to this element in the exgtlan of emergence in general. This
correspondence may be obscured, however, in mamyats of social structure by a
failure to recognise that theiea whole of which any particular relational struetis
the organisation. This tends to encourage a remhistiapproach as a result of seeing
the parts, not as parts at all, but simply as sepantities (generally human
individuals).

In other accounts, the correspondence may be aasouore subtly by the
common assumption that the whole to which relatispaial structure in general relates
Is society as a wholeather than more specific social entities. Thisrapph breaks the
link between structure and the existence (and pevedithe higher level entity. There is
at best a tenuous link between society as a whmlgoarticular effects of structure on
individuals, whereas the links between, say, a gouent and its effects, or a value and
its effects, are often much clearer. Society, as argued above, is not so much a well-
defined entity with causal powers as an umbreha t®r all things social — a heap not a
system. Hence to see structure as the structigecodty as a whole is to eliminate the
very social entities whose causal powers must featuan emergent account of social
structure.

The picture is also confused, however, by the comassumption that there is
only one kind of social structure that we needxpl@&n. This is an assumption that
follows naturally if we see social structure asstreicture of a single undifferentiated
whole calledsociety but which is open to challenge as soon as wegrese that there
are intermediate social entities between individ@aald society. For example, it may be
important to differentiate between organisationalirtheir various forms on the one
hand, and institutions on the other. Relationaicttire, as the substantial relations
between individuals who are parts of structures dkganisations, plays a clear role in
the emergence of the causal powers of those oagamis. But it may be less significant
relative to institutional structure in the casesotial institutions like gift giving.

Institutional structure and institutions

The relation between institutional structure aralfttae pillars of social
structures is much less direct. Wheresational structurerefers directly to the

relations between an entity’s paitsstitutional structurds far from being a simple
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synonym of any one of the five pillars. In the atitof organisations, it plays a number
of distinct roles, but before we can make sengbese, we must consider institutional
structure in the context of institutions.

Institutions, in the sense that is relevant hem@sacial practices that are
common within a given cultural setting. This comralitly arises from the causal role
played in generating instances of the practicedtiqular beliefs — norms and values,
in the most common formulation — which are themselshared by many or all of those
people participating in the relevant cultural conmityy There is some ambiguity in
many definitions of institutions as to whether thefer to the social practices
themselves or to the norms and values that prothaere; this is an ambiguity that helps
to obscure the problematic ontology of institutioBgamining this ontology inevitably
brings us up against questions about the natumeeahing and culture which are
essentially beyond the scope of this thesis, mmall incursion into this territory is
necessary to make clear the relationship betwestitutional structure and the
conception of social structure advocated here.

Let us consider why the wosdructureshould be used here at all. There are at
least two possible reasons for describing instigias structures, or as having
structure. The first is that they represent — treatheyare — a widely reproduced
patterning of social behaviour. In a sense, thegy tan be said &tructuresocial
behaviour, but this is quite a different sensstaicturethan any of those we have
come across so far. This is neither structure-iagioas nor structure-as-whole, but
rather structure-as-empirical-regularity. Whilestis no doubt a valid use structure
for some purposes, it has nothing in common wiéhittea of social structure as a causal
force. Theras a consistent causal force at work here — the namdsvalues
themselves, which produce the regularities of behein conjunction with a variety of
other factors. But it is not the institutions, gaxial practices themselves. These are
outcomes, and it is no surprise that questionsldimiraised about the independent
causal effectiveness of institutional structuri i conceived of in this way.

There is, however, an alternative way of conceivirggitutions, which is to
argue that shared norms and values themselvesespr@ higher level causal power
than merely the beliefs of human individuals: ihestwords, that the causation of
institutionalised social practices can be tracesbimal beliefs that exist at a higher
ontological level than human individuals. The argumirhere is that our shared norms

and values are emergent from individual norms aldes and have a causal power that
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acts back upon individual behaviour, just as org@tions are emergent from groups of
individuals and have a causal power that acts bpok them. This is precisely what
Durkheim seems to have intended withdo#lective representationdut this is an idea
that has received a bad press from sociologicakéns ever since (Durkheim, 1964
[1901]; Durkheim, 1974 [1898]).

In the absence of a deeper analysis of the emezgdnoeaning and culture,
which | intend to pursue in a future project, tssis will not take a position on the
viability of Durkheim’s collective representatioasanalogous ideas of cultural
structures. However, what the argument so far doply is thatinstitutional structure
is a very problematic concept in the context ofiinsons themselves. Either it
represents nothing more than an empirical regylafisocial practices, in which case it
has little value in the theorisation of social stuwe other than as a proxy for the
underlying causal impact of individually-held norarsd values. Or it must be justified
in terms of emergent causal powers of collectieucal beliefs, which few sociologists
seem prepared to endorse explicitly (although diyuaany rely upon them
implicitly).

Despite these ontological difficulties, howeveerhseems to be widespread
agreement that shared norms and values, whatesieotitological status, do produce
empirical regularities in social practicésstitutional structuretherefore, can perform a
useful conceptual role as a placeholder. It magasted out in the future by a
Durkheimian process of collective cultural causatior by an individualist process in
which the relevant causal powers are attributetiedeliefs of individuals, but in the
meantime, we can use the term to mean whicheudese turns out to be the case.

Institutional structure and organisations

Given this ontological fudge, we can move on tpthat institutional structure
plays a key role in stabilising and reproducingpgh#erns of behaviour upon which
organisations depend. The observance of role spataiins by their incumbents is
deeply dependent upon their belief that this isajygropriate thing for them to do, and
this in turn is a product of their norms and valué¢snce my linking of institutional
structure to morphostasis in the introduction is #ection.

But as | have already pointed out, this linkagenigh less direct than that of
relational structure to the relations between tespof a social structure. Even in
organisations, for example, not all morphostatieses are provided by institutional
structure — people may continue to play their paremn organisation for instrumental

D. Elder-Vass 118



reasons, for example, as well as normative reason$at its stability may be caused in
part by its success in meeting their needs asagdily the existence of norms and
values supporting it.

Furthermore, norms and values may also play otiles in the terms of my five
pillars. They may play a morphogenetic as well asoaphostatic role — for example,
when people’s values contribute causally to thal#sthment of a new charitable
organisation or political party. Equally, they malgy a role in the mechanism by which
particular powers or properties emerge in particsiecial entities. Thus, for example,
governments have the power to collect taxes, biytlmerause individuals send out tax
returns, fill in tax returns, send out letters dadiag payments, and make those
payments — and each of those activities is motivatgart by the norms and values
held by the individuals concerned. An explanat@guction of the power of
governments to collect taxes thus depends upoituitishal structure. Hence,
institutional structure appears in the explanatibthe social structure of organisations
in a variety of roles — as morphostatic cause, @phogenetic cause, and as part of the

mechanism by which social causal powers emerge.

The role of embodied structure

The potential foembodied structureo bring together the other aspects
identified by Lopez and Scott depends upon theraegui that norms and values
themselves are embodied. Once again, this arguseents to be neutral with respect to
the ontological questions about the status of shibediefs; whether shared beliefs are
emergent or not, there are certainly beliefs atakel of the individual, and these
include the norms and values that guide the ind&fich their behaviour, inducing them
on many occasions to reproduce common social peacti

It is perhaps a little controversial to equatehblling of norms and values with
embodiment. Although some of our behavioural digmys may be stored in somatic
rather than neural form, it seems unlikely thas #xtends to many of the norms
concerning role performance upon which the notibsoaial structure depends. It is
only really if we accept that the body includes bbingin (as Lopez and Scott do in their
definition of embodied structure quoted on p. 9d\va) that it seems plausible to argue
that institutional structure can be embodied is thay. This seems to me the only
tenable way to justify the claim that our beliedsde embodied, but it is far from clear
that all the advocates of embodiment would acdefn this argument, embodied
structure, in the form of each individual’s ‘comf shared cultural beliefs, plays a role
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in the emergence of higher level social structusesse institutional structure can be
embodied.

The advocates of embodied structure, however, seauggest that relational
structure can also be embodied (Lopez and Scdi,3ip. 90, 98). Lopez and Scott
interpret Bourdieu to say “The objective relati@mal institutions are incorporated —
taken into the corpse or body — as subjective digipas to act” (Lopez and Scott,
2000, p. 101). But the idea that relational streeetas such can be embodied seems
incoherent: individuals may embody attitudes torthedations to others, and beliefs
about those relations, but the relations themsealwesnherently external to them.
Embodied structure, | argue, can not thereforaushelthe second essential element in
any explanatory reduction — the relations betwéenrdividuals concerned. Hence any
explanation of the behaviour of a social entitygmms of the structure embodied in the
individuals concerned will always be incomplete.

Embodied structure, then, has a potentially usefel to play in the explanation
of emergent social properties. However, becausedmd structure relates only to the
properties of individual bodies and inherently exigs the relations between different
individuals, any attempt to see social structurerdgembodied structure is inherently
reductionist® | suggest we must reject this — ultimately methodically individualist
— move by recognising that embodied structure canige only part of an explanation
of the mechanism by which social entities can @geremergent powers.

The emergentist view of social structure, by castircan provide the
integrating framework that enables us to make sehe inter-relation between the
relational, institutional, and embodied facetstaficture that can be found in the
sociological literature. When seen from this pecsipe, it is clear that these three
facets, when analysed appropriately, are indeegmnentary partial accounts of
social structure, but to understand their relatigm$o each other we need to analyse
them in terms of the five pillars of emergence wiith a clear view of what social

entities we are considering.

** This is a theme | will return to in my discussi@isGiddens in chapter five and of Bourdieu
in chapter seven.
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Conclusion

This chapter has developed the outline of an eméggeheory of social
structure, by applying the general principles okarergentist ontology to some of the
specific types of structure produced by and fromman individuals. The sorts of things
that we will find in a social ontology, like orgaaitions, institutions, cultural constructs
and human artefacts, are ultimately emergent fitwrsorts of things we will find in a
natural ontology, like atoms, molecules, and cdltais, we can see both as parts of an
ontologically unified world in which everything thaxists emerges as part of a single
hierarchy of structures. At the same time, howetyes, is a differentiated unity; the
sorts of powers and properties that belong toiestdt each branch of the hierarchy
vary, depending upon the varying properties ofrtparts, and the varying ways in
which these parts are organised. As a consequérticese differences in the objects of
study of different sciences, the methods apprapt@their study also differ.

This chapter has not sought to give a comprehemgigeunt of the differences
between the natural and the social sciences, apdrticular it has neglected the
important question of the meaningfulness of saatsion and hence those issues raised
by hermeneutics, which will be returned to in cleagieven. It has also paid less
attention than | would like to the important classymbolic or cultural entities which
clearly has a vital part to play in social systeand which | intend to return to in future
work. But ithasshown how some other specific differences betwieerstructures of
some social entities and those of some naturaiestnake it difficult or impossible to
adopt similar methods in the study of them bothsMzarticularly, the spatial flexibility
and the lack of spatial boundedness of socialiestiheans that they can interpenetrate,
overlap, and proliferate in ways that are denieghygsical entities. In addition, social
entities seem unique in being complex adaptiveesystcomposed of complex adaptive
systems, and hence are subject to a higher ordgruzftural change than most other
entities.

These two factors combine to make the dynamiceabksystems complex in
dimensions that are unavailable to physical systamd hence contribute to the
inherent unlikelihood of us observing ‘constantjooctions’ of events in the social
world. Those relatively frequent conjunctions that do observe are testimony to the
presence of equilibrating forces in at least soapeets of some social structures. But

we cannot usefully theorise social systems asrethiely ‘equilibrating’ systems, or as
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purely ‘far from equilibrium’ systems; we will hate combine elements of both
dynamics if we are to explain the patterns of evevd observe in society.

This chapter has also introduced some conceptibssomal structure from the
sociological literature. Lopez and Scott identiftedee facets of social structure —
institutional, relational, and embodied structureave agreed with them that these are
potentially complementary aspects of social stmggthut | have argued that an
emergentist approach is necessary to understandheyvare related. In particular,
institutional structure is a problematic concejgit tthemands further study of the
ontology of meaning and culture, and embodied siraacan not unify institutional and
relational structure. Instead, we must analyseetlspects of structure in terms of the
five pillars of emergence for each type of entityalved.

The next chapter turns to a different typology @ficepts of social structure,
which classifies them in terms of differences indamental ontological approaches.
These are the approaches associated with methocklloglividualism, methodological
collectivism, realism (and related schools of thayigand structuration theory
respectively. Chapter five develops a critique gagety of these alternative
ontological positions, based on the emergentistaucof structure developed in this

chapter.
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5 Theories of Structure

This chapter will develop a constructive critigieegisting theories of social
structure in the light of the argument so far. Eheeories can be classified into four
groups, representing four different ontologicalgpectives on social structure:
methodological individualism, methodological cotigism, emergentism, and
structuration theory. The objective of this chajseio show, on the one hand, why
emergentism is superior to the alternative appresicéind on the other, how the
emergentist approach advocated in this thesiseietatother recent emergentist
approaches.

It will begin by defining these four perspectivektie more thoroughly, using
the typology of approaches to structure developeDduglas Porpora as a reference
point (this is the only section of the chapter vihéngages directly with methodological
collectivism, although I will also cover it later chapter seven). The next section will
engage with the debate between the realist emesg®targaret Archer and the
methodological individualist Anthony King. This $en has two objectives: both to
show how the version of emergentism advocated disposes of methodological
individualist objections, but also to illuminateethbomplementarities and differences
between my account of emergentism and Archer’s.chagter will then move on to
another interesting contemporary account of emeegensociology, that constructed
by R Keith Sawyer on the basis of the concept dtiple realisability. It will argue that
multiple realisability is not in itself a source eihergence; rather, the variety of
emergence described by Sawyer is a sub-case céldtmnal variety espoused in this
thesis. Finally, it will examine the much-discussgt@mpt by Giddens to resolve this
question via histructuration theoryAlthough this section will endorse and enhance
Archer’s critique of Giddens’ conflationism, it walso suggest that there is something

to be gained from Giddens’ work.

Four concepts of social structure

Porpora provides a typology of approaches to sstiatture that focuses on a

different dimension of methodological controversyni Lopez and Scott, and he
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emphasises not the compatibility of the differemsipons but their incompatibility. He
lists four different concepts of social structure:

1 Patterns of aggregate behaviour that are stafeletime

2 Lawlike regularities that govern the behaviotsacial facts

3 Systems of human relationships among sociatiposi

4 Collective rules and resources that structuteieur (Porpora, 1998, p. 339).

Each of these corresponds to a particular positidghe perennial debate over
methodological individualism versus methodologimallectivism (or sociological
holism, as Porpora calls it) — the debate overdtaionship between structure and
agency.

The first concept — “structure as enduring pattedftsehaviour” (Porpora, 2002,
p. 44) — is characteristic of methodological indivalism, which Porpora illustrates with
the work of Collins. In this perspective, socialsture is ontologically epiphenomenal
— a by-product of individual behaviour that hascaasal efficacy in its own right — and
methodologically merely a useful convention foratésng properties that really
belong to groups of individuals. As Collins arguesrictly speaking, there is no such
thing as a 'state’, an 'economy’, a 'culture@dsclass'. There are only collections of
individual people acting in particular kinds of masituations - collections which are
characterized thus by a kind of shorthand” (CoJlit831, pp. 987-8). Methodological
individualism is a species of reductionism whichleast implicitly and sometimes
explicitly,”? denies that social entities can have emergenieptiep and hence causal
influence in their own right. As such, it suffersrh all the faults of reductionism in
general, as discussed in chapter three. But itatanhcourse, be dismissed as
reductionist on purelg priori grounds; any denial of a level-specific reductsomirests
upon a demonstration that the proposed reductiaddssuppress genuinely emergent
properties. | have supplied such a demonstratidgharsection on organisations in
chapter four, and | will expand on my response &hmdological individualism in my
discussion of King below.

Porpora’s second concept of social structure -utstire as law-like relations
among social facts” (Porpora, 2002, p. 44) — igattaristic of methodological
collectivism or sociological holism — traditionakhgsociated with the methodological

work of Durkheim, the later work of Parsons, anth@kser’s structuralist Marxism. As

*1 See (Porpora, 2002, p. 44) for a more recentdsersially similar formulation of this list.
°2 See (King, 1999a) for an example of the explienidl of emergent social properties.
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Porpora argues, “Because this conception of setiatture rigidly divorces sociology
from psychology, it represents social structureasething entirely devoid of the
influence of human agency. On this sociologicathist view, social structure operates
mechanically and naturalistically over the headmdividual actors” (Porpora, 1998, p.
342). This is the mirror image of reductionism demial of the causal influence of the
lower level (human individuals) from which socialtéies emerge — and, as argued in
chapter three above, it is equally untenable aséological position. The rejection of
this position is almost universal amongst socidtggibut it is sometimes extended
inappropriately. As | shall argue below, the ra@tiof ontological holism doeasot

entail the automatic rejection of any theory thagits a regular causal relationship
between higher-level social entities (or ‘socialt&). What itdoesentail is that any
such relationship should ultimately be groundedrirexplanation of how the
interaction of human individuals underlies the leiglevel regularity.

Porpora’s third concept — “structure as a systesoofal relations among social
positions” (Porpora, 2002, p. 44) — is, he suggéstsst characteristically associated
with the Marxian tradition”, but in more recent ygaas been adopted by a number of
other groups, including symbolic interactioniststwork theorists, and sociological
realists (including Porpora himself) (Porpora, 1,998343). In this view,

social structure is a nexus of connections amoomfn actors], causally affecting
their actions and in turn causally affected by th&ire causal effects of the structure
on individuals are manifested in certain structurgdrests, resources, powers,
constraints and predicaments that are built intb gesition by the web of
relationships. These comprise the material circantss in which people must act
and which motivate them to act in certain waysthey do so, they alter the
relationships that bind them in both intended aniditended ways (Porpora, 1998, p.
344).

This third approach allows for both human indivilduand social structure to
have causal efficacy in their own right, with theotinteracting continuously. This is
precisely the sort of relationship between indialduand social structure that is
required in an emergentist account, and it is iddbe approach adopted in the most
prominent explicitly emergentist theory of socittlsture to date — that of the critical
realist Margaret Archer, which | will discuss imse depth in the next section.

Finally, Porpora’s fourth concept — “structure akes and resources” (Porpora,
2002, p. 44) — describes the approach taken ingasidtructuration theoryand
arguably corresponds tambodied structuras described by Lopez and Scott. For
Giddens, as for the advocates of the third versfdhe concept, both social structure

and individual agency are necessary elements inlsgal explanation. But for
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Giddens, structure has no existence other thameasubjective conceptions of rules
held by individuals, and their perceptions of tasaurces they have access to:

to say that structure is a ‘virtual order’ of tréorsnative relations means that social
systems, as reproduced social practices, do net ‘sauctures’ but rather exhibit
‘structural properties’ and that structure exiatsfime-space presence, only in its
instantiations in such practices and as memorgs$radenting the conduct of
knowledgeable human agents (Giddens, 1984, p. 17).

As Archer has argued, this represents a deniatypfeal causal influence to
structure, through the conflation of structure agency, and hence this position, too, is
incompatible with an emergentist approach to satraicture. | shall return to discuss

structuration theory in more detail in the lasttsecof this chapter.

Archer vs. King: the emergence of social structure

Margaret Archer has been the prime advocate ofrargentist approach to
sociology over the last two decades, and has ésttall a reputation as an important
sociological thinker. She has identified herseliwgritical realism and the work of Roy
Bhaskar, but she has developed the concept of emeggsignificantly further than
Bhaskar, although always in the context of socipl&he has also been responsible for
the introduction of Buckley’s concepts of morphoggs and morphostasis into the
discussion of emergence. Archer, then, has madagaortant contribution to the
development of an emergentist approach to socictogyd this contribution includes
many valuable features that | will not be covetirege®® However, there have been
several challenges to her invocation of emergemgestify treating social structure as
causally effective in its own right. This sectiofll@rgue that these challenges exploit a
flaw in Archer’'s argument, which leads her to offeme questionable examples of
emergence, but that this problem can be overconuktheat once it is, emergentism can
indeed help to resolve the ontological relationdlepveen structure and agency.

The section begins by summarising both Archer’saisamergence in her
account of structure and agency, and also someedfriticisms that have been made of
it, notably by Anthony King. It then goes on to shbbow the alternative justification
for the theory of emergence developed in this thedutes King's argument more

effectively.

*3 See in particular, (Archer, 1995).
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The morphogenetic approach

Archer’s account of social structure draws on twy Influences. The first is
Buckley’s concepts of morphostasis and morphogsnesiich | have also drawn on in
chapter two above — indeed she calls her theoeyrfibrphogenetic approach”. The
second key influence is her reading of Lockwood&dlaknown paper on social and
system integration. From Lockwood, she takes itiqdar his argument that social and
system integration, which she reads as agencytamnttige respectively, “are not only
analytically separable, but also, because of the glement involved, factually
distinguishable” (Lockwood, 1964, p. 250).

Archer’s theory of social morphogenesis rests upanseparability of structure
and individual action, and she relies heavily ockwood’s temporal argument to
justify the claim that they are distinct. The metblmgical consequence of this
separability is that it enables us to examine tigoong interplay between them while
still insisting on the close inter-relationshipsvieen the two. And the examination of
this interplay is premised in practice on the prestence of structure and the
temporality of its interplay with human individual$undamentally the morphogenetic
argument that structure and agency operate ovieretift time periods is based on two
simple propositions: that structure necessarilydates the action(s) which transform it;
and that structural elaboration necessarily pottsihose actions” (Archer, 1995, p.

76). This relationship is portrayed in a diagraeproduced below as Figure 5.1.

Structure

Tl
Interaction
T2 T

Structural elaboration

Figure 5.1 — The morphogenetic sequence (Archer, 38, p. 76)

Thus, on the one hand, the actions of individugte place in the context of
existing social structures, which influence thosoas, while on the other, the net
result of the actions of individuals is to reprodwr to transform those social structures.

There is therefore a continuous cycle of interachetween social structure and
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individual actions. But in the determination of agiyen individual action, the
influencing social structures can be taken as gigsrtihe historical residue of the sum
of previous actions.

It is important to stress, however, that Archergdoet argue that action
determinesstructure owice-versa‘“it is precisely because such elaboration is co-
determined by the conditional influence exertedbtecedent structures together with
the autonomous causal powers of current agentssalegety can develop in
unpredictable ways” (Archer, 1995, p. 75). Not cagents but also culture co-
determine structural change: “where any form ofaadaboration is concerned, then
structure, culture and agency are always invol@dther, 1995, p. 324). And in
response to Outhwaite’s suggestion that she isygpifilreification, she replies “I totally
oppose any neo-positivistic notion of social hydica, of people reduced to inert matter
which social forces mould and move” (Archer, 1989037). Her temporal account of
the interaction between structure and action, tbeas not constitute a social theory to
the effect “structure determines action which tdetermines structure”, but rather a
methodology for analysing the interaction betwdenttvo, always in the context of
other causal factors.

These causal effects of social structures (ancethdleose of human individuals
and of cultural entities) can be explained by tpeissession of emergent properties:
“interaction generates emergent properties whicktrfigure in explanatory statements”
(Archer, 1982, p. 475). For Archer,

Emergence is embedded in interaction: in the l&iterare dealing with a system of
interlinked components that can only be definettrms of the interrelations of each
of them in an ongoing developmental process tha¢igdes emergent phenomena —
including those we refer to as institutional stawmet. Emergent properties are
therefore relational: they are not contained indlenents themselves, but could not
exist apart from them... The highest orders of emergeare nothing more than the
relations between the results of interaction. Niwadess these “feed back” to
condition subsequent interaction at lower levelscfwer, 1982, p. 475: the internal
quote is from Buckley).

Emergence is thus taken to justify the central logioal claim of social realism:
that social structures, although the product of ammndividuals, have causal powers of
their own, which cannot be reduced to the powetbadge individuals. As we have seen
in chapters two and three, however, similar argumapply to other emergent entities.
Thus, for example, emergentists also argue thaghundividuals, although composed

of their biological parts, have causal powers eifrtbwn, which cannot be reduced to
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the powers of their biological parts. The emerggrmiaim that social structures have

causal powers, then, in no way denies that hundimiduals also have such powers.
Nevertheless, this argument constitutes a direiterige to the competing

views of social ontology identified by Porpora. Ine¢ focus first on Archer’s challenge

to methodological individualism.

Archer vs. methodological individualism

Taking issue with J.W.N. Watkins, Archer argueg thathodological
individualism is only tenable if its protagonisanc‘show thatll aspects of the social
context, which figure in explanations... refer tolmng more than the behaviour of
other people”. She points out that Watkins arghasindividuals have it in their power
to changeany aspect of social structure, and Archer astigatghis claim requires that
all such social context can be reduced to “thecefiécontemporaryindividual
behaviour” (1979, p. 15). But social structure® algues, are the residue in the present
of past human behaviour, and so “the moment thigichghlist turns historian he also
becomes a structuralist” (1979, p. 19). Here hgument appears to be that any social
context carried over from the past is structurahd emergent — by virtue of its pre-
existence alone, although as we have already stsswhere Archer makes clear that
emergence also depends on the existence of apgi@pyinchronic relations between a
set of lower-order elements.

Archer has illustrated social emergence with a wadee of examples in the
course of her work, but there are two in partictiet critics have seized upon. First,
she claims that “the existing demographic distidnitconstitutes a social structure,
arguing that “ontological status needs to be a@mbid such aggregate (and emergent)
social properties precisely because they are mé&rharacilitating or frustrating
various policies” (1990, p. 87). The demographstrébution at any point in time is the
consequence of past actions but¢heentdemographic distribution cannot be altered
by thecurrentactions of human individuals; it must be accepiea feature of the
social context that is unalterable in the shorntey human choices.

A second example of emergent social structure psadinently by Archer is
the literacy rate in a model of Castro’s Cuba (Argti982, p. 468-9; Archer, 1995, p.
76-9). Archer takes the literacy rate to be a stmeg with an independent influence on
social outcomes, in this case the length of tinveoiild take to raise literacy rates to a

given target. Once again the argument is thaglterates at any given time are the
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consequence of past actions and are unalterabite short term by human individuals,
thus cannot be reduced to contemporary individeabliour.

These two examples have been picked out by AntKamy, a methodological
individualist and an advocate of the interpretraglition in sociology, in a critique of
Archer’s morphogenetic approach (King, 1999a). Kikes issue with Archer’s
apparent claim that the invocation of history isoauatically a structural move:

For the interpretive tradition the past is the niegiully produced social relations
between (now dead) individuals which have an impadhe present through the
actions and interpretations of living individual$ie interpretive tradition does
reduce society to people (both living and dead)lmtito “these people here present”
(King, 1999a, p. 205).

He illustrates the point with a response to thett@asxample. Here, he says,
“Archer converts the temporal priority of other p&®s actions into the ontological
priority and autonomy of structure” (King, 1999a,241). More generally, King argues
that “in every case, appeals to emergentism caedeed to the practices of other
people, located at other places and times, andttieatfore, the morphogenetic
approach cannot defend itself from collapsing batk an interpretive ontology”

(1999a, p. 207). Thus “the concept of emergencan involves a relapse into
sociological reification where society comes tasexidependently of individuals,
although this relapse into reification is concedlgdhe continual emphasis on
individual practices and beliefs” (1999b, p. 270).

| will argue below that King’s general critique @nergentism is mistaken, but
the specific examples cited by Archer do seem valvle to some of his arguments. In
particular, demographic distributions and literaates are poor examples of emergent
structure. As | shall argue, the literacy rate dadchographic profile of a population are
merely the sums or averages of the properties shémbers. Most emergentist thinkers
would consider themesultantand notemergenproperties of the population, and hence
reducible to the properties of human individuAla. stronger defence of emergentism
against King’s methodological individualism, | agguican be provided by placing more
emphasis on the synchronic relational aspect ofgenee.

Temporality, relationality, and demographic distritions

The account of relational emergence offered inttesis has identified two
distinct but complementary, indeed mutually int@eledent, aspects of emergence. On

the one hand, there is a synchronic aspect of eaneeg- the way in which a higher
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level property depends upon the presence of acplatitype of parts in a particular
type of relations to each other. On the other gli®a diachronic aspect — the way in
which morphogenetic and morphostatic causes combidevelop and sustain the
existence and characteristics of this set of @artsrelations.

Archer’s work focuses primarily on the latter, ierhnvestigations of the
morphogenesis of social structure, and she tenpgaydess attention to the synchronic
aspect of emergence. On occasion, it may even #edrahe denies its significance
entirely, as when she writes “Until the analytisaparabilityof structure and agency
was explicitly acknowledged to entail temporaliggher thansimultaneity, realists did
not radically recast the form of theorising abdn telations between structure and
agency” (Archer, 1996b, p. 693). Similarly, tempityasseems to have supplanted
synchronic relations when she claims that “the murtiee individualist turns historian
he also becomes a structuralist” (Archer, 1979.9).

A number of theorists have suggested both that&rdepends upon
temporality to justify claims for the emergencestificture, and also that such an
argument does not work. As we have seen, for ex@mptommenting on the example
of literacy rates, King accuses Archer of convertiemporal priority” into the
“autonomy of structure” (1999a, p. 211). SimilalBomingues argues that Archer’s
treatment of emergent properties “conflates twéeddnt issues, namely the historicity
of the properties... and their ontological naturehiol is the really serious issue at
stake here” (2000, p. 227). And Sawyer, himseléarergentist, has argued in
discussing Archer’s work that morphogenesis do¢€ntail emergence (2001, p. 570;
Sawyer, 2005, p. 83-4}.The common theme here is a rejection of the arguthat
the prior existence of something entails that @nsergent, and hence of the argument
that historical social residues are automaticahycsural.

My argument so far implies that we must acceptiiisction: something could
exist as an unstructured aggregate of lower-leviies with purely statistical
properties as a group. Such a “heap” (Laszlo, 1p728) or “taxonomic collective”
(Sayer, 1992, p. 101) would possess only resuttarerties, which are reducible to the
properties of the individual members of the grolipe overall effect of the group is
merely the sum of the effects of the individualswich it is an aggregate. Thus it

could pre-exist without being emergent.

> See the discussion of resultant properties intenaywo.
*° Healy has offered a similar argument (Healy, 1998)
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However, it is much less clear that Archer cangaably be accused of
depending upon temporality in the first place. Dkesper occasional neglect of the
synchronic side of emergence, she does often adkdgeit. Thus for example, she
writes

Emergent properties arelational, arising out of combination (e.g. the division of
labour from which high productivity emerges), wh#re latter is capable of reacting
back on the former (e.g. producing monotonous wdr&$ its own causal powers
(e.g. the differential wealth of nations), whicle aausally irreducible to the powers
of its components (individual workers). This sightilestratified nature of social
reality where different strata possess different emengegerties and powers
(Archer, 1995, p. 9).

This recognition of synchronic relationality becameaportant when we
consider the examples of emergent structure reféorearlier: literacy rates and
demographic distributions. As the issues involvetath cases are similar, let me focus
on just one of them, the claim that demographitribistions may be causally effective
in their own right because they possess emergepepies. As we have seen, Archer
argues that “the existing demographic distributioahstitutes a social structure, writing
that “ontological status needs to be accorded ¢b aggregate (and emergent) social
properties precisely because they are mechanisitisafttng or frustrating various
policies” (Archer, 1990, p. 87). Elsewhere she e@githat “a demographic structure is
often treated as a mere aggregate of so many pebgleh and such ages, yet this
structure itself can and does modify the powengseaiple to change it, that is, it affects
the powers of its constituents — by defining thee $if the relevant group of child
bearing couples whose reproductive behaviour ctraltsform the structure and thus
restricting their influence upon it, however praibr non-prolific they may be”

(Archer, 1995, p. 174).

Let us analyse this example. The “demographic stratrefers to the
proportions of a population in different age bandse argument presented isolates one
mechanism that contributes to the morphogenests®tlistribution — childbirth — and
one factor that affects the operation of this madra — the number of potentially child
bearing couples (abbreviated to “couples” heregftethe number of couples a; T
increases, then, other things being equal, the puwitbhabies at 1 will increase. If
we wish to explain the impact of this on the denapdic structure, we will express the
effects in proportional terms: a higher proportadrcouples produces a higher

proportion of babies in the demographic structarthe next time period.
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So far, this is uncontroversial. But the pointloé £xample is the claim that the
proportional relation between the numbers of caaipled the population as a whole
affects the proportion of babies at.Tin its own right, as an emergent property of the
population, rather than merely as a summative nmeasfithe causal effects of the
individual couples concerned. But does the demducagiructure really have a causal
effect in its own right? | argue not, as the praojor of couples at time laffects the
proportion of babies at time,; only because theumberof couples at time Taffects
thenumberof babies at time ;.

Here, the “proportion” has no effect distinct fréhe summed effects of the
individual couples, because those couples thensahesunaffected by the size of this
proportion. The proportional relation is merelyoanal relation, with no substantial
effect on the relata (see Sayer, 1992, p. 88 andbvs. substantial relations). The
number of babies produced by the group of cougledfected by the number of couples
in the group, but not by the number of other peapkbe population, and hence there is
no causal power exercised by freportionof couples in the population that is distinct
from the impact of theaumberof couples. | conclude that there is no eviderare o
support the claim that the proportional relatiorthaf group of child bearing couples to
the population as a whole is an emergent propé&hys, the effect of a demographic
distribution on, say, birth rates or pension castsjerely the resultant sum of the
effects of the individuals of which it is an aggaésy

This is why this example (and the similar examplgteracy rates) is vulnerable
to King’'s argument that the effects of a distribatcan be reduced to the effects of the
individuals composing it. The problem here is matttArcher is relying on a temporal
argument for emergence; on the contrary, her cthahdemographic distributions are
mechanisms implies that she is making a synchmefational claim. The problem,
rather, is that in these particular cases (butmotany others she cites), this relational
claim is wrong, and the supposed higher-level stineds not emergent at all. In this
particular case, Archer in my view mistakenly claiemergent structural powers for an
unstructured aggregate of human individuals an@disrassigning structural status to
what is, in ontological terms, nothing more thacodection of individuals.

But the non-existence of emergent powers in thasicplar cases is merely a
distraction from the more important argument: thate are many other cases where

social structures do have such powers. The nekibsewill show how the account of
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relational emergence given in chapters two ancetbam be used to justify such a claim

in response to King’s critique of emergentism.

Relational emergence vs. methodological individgsati

Let us turn to an example of a social structuredciity Archer that definitely
doeshave emergent properties: the division of labbuAdam Smith’s example of pin
production, a group of workers organised accortinidpe principles of the division of
labour is able to produce substantially more tlm@nstame group of workers, each
producing pins individually (Archer, 1995, p. 5lrcher, 1996b, p. 686). Hence a group
organised on these principles has an emergent gydpat is not possessed by the
same workers when they are not so organised. &palility to produce more is
therefore an emergent causal power of the orgagis®g, and not causally attributable
to the individual workers.

Now King recognises that this capability cannotberibed to the individuals
alone:

The interpretivist tradition is no way arguing ttias new division of labour can be
understood through dis-aggregating the divisiolabbur back to its molecular
constituents — the individual craftsmen or indiatteaders. This approach fully
recognizes the qualitative novelty of this situatbut that newness resides precisely
in the new relations between individuals (King, 289p. 213).

Thus he recognises the same facts of the casechsrfand myself (Archer
writes “the power of the ... emergent property, nassluction, did exceed those of
everyone involved, because it was no aggregateeafindividual productivity but the
relational resultant of theaombined productive activityArcher, 2000b, p. 467)).
Where we differ is on the question of whether tHasés entail that the group as such
has causal powers in its own right. King denies tihea combination of people plus
relations, or people plus interaction, constitatdsgher level entity with causal effects
of its own (King, 1999b, p.272).

But my discussion of organisations as emergentienin chapter four has
already shown why such combinatiaisconstitute higher level entities with emergent
causal powers. When people combine in this way, finen wholes that have powers
those same individuals would not have if they westorganised into such a whole.
These powers are therefore powers of the orgaarsatid not of the individuals or even
of the group of individuals, since they only exidten these individuals (or others like
them) are related to each other in the particuysithat are necessary for an

organisation of this type to exist. This is exaethalogous to the argument that human
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individuals themselves have causal powers thathaies and not those of the cells that
make them up, since these causal powers onlywkisth those cells (or others like
them) are related to each other in the particukysathat are necessary for such a
person to exist.

Given that the higher level powers of any orgamsatiepend upon the presence
of both the individual members of the organisatond the particular sorts of relations
that constitute them into an organisation of tiaget the redescription principle
deployed in chapter three also applies. We carapotist it is not the organisation that
has these causal powers, but rather its memberthamdelations, because the presence
of these members and relationsymonymousvith the existence of the organisation. In
such cases, to say that ‘these individuals andelagions between them’ have a certain
causal effecis to say that the organisation has such an effect.

This is the positive case for asserting that ogmions have causal effects in
their own right, but there is also a negative cadech rests on the fact that the position
expressed here by King is ultimately incoherents Thbecause King's argument has
an entirely general form and therefore produces#mee sort of reducticad absurdum
identified in chapter three. If it is true, saytive case of the division of labour, that
people plus a particular set of relations betwéemtdo not constitute a higher level
entity with causal powers of its own, then the samggiment would appear to apply to
any other part-whole relation. King offers no reasdy this should be true of people
and their relations, but not of other sorts oftgniThe argument therefore entails, for
example, that when a dog barks, thisasbecause the dog has the causal power to
bark, but rather because its lungs, windpipe, volbatds, mouth, etc, and the relations
between them have the power to bark. And if thisolsabsurd enough, we can pursue
the same logic indefinitely to produce the fulluetionad absurdum+ because on the
same logic we must also deny that it is the luagsdpipe, etc, that are doing the
barking, but rather the “cells plus relations” thedke those organs up, and then we
must consider it to be the “molecules plus relaidnstead of the cells, the “atoms plus
relations” instead of the molecules, and so orvels where science has so far failed to
go.

The full irony of King’s position appears when wgdy it to human
individuals. The same argument he applies to dengal effectiveness to social
structures could be applied equally well to the harmdividuals whose causal powers

he seeks to privilege. Just as social structuesa@ithing more than the people in them
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and the relations between those people, humanithdils are nothing more than the
cells in them and the relations between those.d&llsit would be just as invalid to
eliminatively reduce the causal powers of peoplétse of their cells as it is to
eliminatively reduce the causal powers of sociaicitires to those of people (cf.
Durkheim, 1974, p. 28-9).

King goes so far as to say “For hermeneutics, saetavorks have their own
distinctive properties which are irreducible tol&ed individuals, extracted from these
networks, but that does not mean that these nesaekmore than the individuals in
them” (King, 1999b, p. 275). The first part of tihesads like an acceptance of
emergentism, but he seems to believe that by negettte claim that “networks are
more than the individuals in them” he turns thi®ia denial of emergence. There is
arguably a sense in which emergentism sees an entempole as more than its parts,
because a specific set of relations between thes [gaisorequired to constitute it into
this type of whole. But as we have seen, King toeepts that relations as well as parts
are required to produce the causal effect of theleviPerhaps by “more than” he is
referring to emergentism’s claim that wholes hanapprties that are not possessed by
their parts — but the first part of his statementhis quote seems to confirm that he
accepts the same point. There is no other “mon@’ tteebe found in emergentism than
these, and so it is hard to see what objectioretisenere to a synchronic relational form
of emergentism.

A related confusion seems implicit in King’s criim which | cited in an earlier
section:

despite its apparent coherence, the concept ofgemee, in fact, involves a relapse
into sociological reification where society comeskist independently of
individuals, although this relapse into reificatisrconcealed by the continual
emphasis on individual practices and beliefs (Kit@Q9b, p. 270).

The usage of the word “independently” in this catittowever, is extremely
ambiguous. Relational emergentism certainly do¢snmoly that society can exist
independently of individuals, since social struetuare always synchronically
composed (at least in part) of peopleddesimply, however, that wholes like social
structures may hawdistinctcausal powers from those of their parts, or ireothords
causal powers in their own righDn occasion, emergentists may have called these
“independent” causal powers, and it is easy tordgethey might do so, but these

causal powers of the whole remain dependent oprésence and properties of the
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parts. It would be desirable to avoid this usagémafependent”, but when used in this
way it does not entail reification of social stuug.

With these clarifications, | believe the argumehthis section shows that
King’s critique of emergentism can be successfidfuted — and the whole reductionist
ontology of methodological individualism falls wiihh Once we recognise that social
structures are synchronically constituted by thatiens between people as well as by
the people themselves, it becomes impossible tar@itively reduce the powers of
those structures to the powers of the individualmposing them. Social structures like
organisations have causal powers in their own rightch arise from the combination
of individuals and relations that constitute théxt, which are different from the causal
powers that would be possessed by these sameduodlsiif they were not organised
into these social structures. They are therefonsalgpowers of the structures and not of
the individuals.

In defending this emergentist account of socialcitre this section has also
refined Archer’s approach by emphasising the sysrghrrelational aspect of
emergence. In particular, it has used the reddgmmiprinciple to show that relational
explanations of emergent properties are entirehsistent with the denial of eliminative
reductionisms like methodological individualismgahhas distinguished more
carefully between emergent and resultant propeniése analysis of social structure.
The next section continues this engagement witstiexj accounts of social emergence

by looking at the work of Sawyer.

Sawyer: functional emergence in sociology

A different tradition of anit-reductionist thoughés been introduced into
sociology by R Keith Sawyer, in a series of reaatitles and in his booRocial
Emergence(Sawyer, 2001; Sawyer, 2002a; Sawyer, 2002b; Sa®003; Sawyer,
2005). Sawyer argues for what he calisreductive individualisim the social sciences
by analogy with the functionalist argument that haen made by Fodor for
nonreductive physicalisor nonreductive materialistim the philosophy of mindf
Nonreductive materialism argues on the one hand for

ontological materialismthe belief that all that exists is matter, thejgecting various
forms of Cartesian dualism and vitalism. Howevennmeductive materialism argues

*® Despite sharing the same label, there is litée @ common between this functionalist
tradition in the philosophy of mind and the funatidist tradition in sociology.
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that mental properties and states are irreducibpysical properties and states and
that the science of the mind is autonomous fronstience of neurons” (Sawyer,
2002a, p. 539).

Thus a denial of the reality of mind is accomparbgdn insistence on the
irreducibility of mental properties and states hysical ones. This stance is far from
universally accepted in the philosophy of mind, Satvyer takes its validity in that
field as read and seeks to develop a similar ltagithe philosophy of the social
sciences, and | shall concentrate my analysis eihatter.

Nonreductive individualism, then, is the analogoasbination obntological
individualism— the claim that only individuals, and not so@atities, are real in the
social world — with the denial ahethodological individualispron the grounds that
social properties are irreducible to propertiegdividuals and hence the social
sciences can be independent of psychology and {mwvel biological sciences. Sawyer
believes that social laws can be defined that ateaducible to laws about individual
behaviour because the reduction to individual causay be radically different in each
case of the social event to be explained. Thugidsproperties may be irreducible to
individual properties, even though social entitieasist of nothing more than
individuals” (Sawyer, 2002a, p. 541). Sawyer justifthis claim by invoking Fodor’'s

account of multiple realisability and wild disjunce.

Multiple realisability and wild disjuncture

In an extraordinarily elegant paper, Fodor argined the concepts and laws of
higher level sciences can not be reduced to thibogkysics because the “natural kind
predicates” of the higher level sciences — theiestor properties that appear in their
laws —do not correspond to natural kind predicatgshysics. In particular, the truth of
law-like generalisations in the higher-level sciemgvas not necessarily dependent on a
consistency of physical composition amongst thewuarinstances or tokens of the
higher-level predicates to which the generalisatipplied.

Fodor illustrated the argument with Gresham’s Late-old adage that ‘bad
money drives out good’. The truth of Gresham’s LBaclor pointed out, did not
depend on any physical similarity between the caffie types of money to which it
could be applied. Gresham’s Law could apply equatyi to many different kinds of
money, even though their physical forms were véifernt. The higher level predicate
‘money’ could be realised in many different physicams, which seemed to have little
or nothing in common with each other as far ag thleysical characteristics were
concerned. If there was some causal explanatiothi®regularity, it surely could not
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be a physical explanation because it applied ta Wwhédor called anultiply realisable
or wildly disjunctivevariety of physical form&’ Thus, there was no regularity of
physical form corresponding to the regularity ofi@eour at the economic level.
Predicates like money, then, are not physical mitdr-level types.

Fodor’s wild disjuncture converges to some exteittt @ohen and Stewart’s
more recent concept obmplicity “The hallmark of complicity is the occurrencetbé
same feature or features in systems whose rulestasr known to be very different, or
are expected to be very different if only we cofitdl out what they are” (Cohen and
Stewart, 1995, p. 417). They use as an exampledependent evolution of wings in
birds, bats, insects, and pterodactyls. Thereentaia functional properties that appear
to be held in common between a broad variety ofy&jimost obviously the ability to
fly that some wings confer on their owners, desghigeradically different details of their
physical construction.

Although Fodor’s paper did not link functionalisxpdicitly to emergence,
Sawyer has argued that Fodor’s concepts of multgaésability and wild disjuncture
justify taking an emergentist view of social stiuet (Sawyer, 2001). Sawyer argues
that:

Multiple realizability alone does not necessarihpiy irreducibility; if there are only
a few realizing states, or if those states disptaye common features, the reduction
may not be problematic. However, reduction wouldlificult if the neurobiological
equivalent of a psychological term were an otheswisrelated combination of many
neurobiological concepts and terms... Fodor termeti aurealizationvildly
disjunctive...Fodor argued that a true scientific law cannotehaildly disjunctive
components and that wild disjunction thus implieattthere could be lawful
relations among events, described in psycholof¢acgjuage, that would not be
lawful relations in the language of physics (Sawgé01, p. 557).

Sawyer argues that “most social properties of @sieto sociologists seem to
have wildly disjunctive individual-level descriptie” (Sawyer, 2001, pp. 558). For
example “an individual-level description of the sbdevel natural kind term
‘competitive team sport’ is likely to be wildly glisictive” (Sawyer, 2002a, p. 549).
Any causal law predicated on the properties of susbcial-level natural kind will
therefore be irreducible to a law expressed in sepfproperties of its lower level parts,
since the lower level properties involved in eaakec(or group of cases) will be
different. He argues that this is enough to dede@ductionist account of such

>"Wild disjuncture refers to cases of multiple realiility in which the different physical
realisations are radically diverse, although thediig line between instances of the two
concepts is unclear.
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properties, and suggests that this provides usavittonreductionist account of

emergentism” (Sawyer, 2001, p. 580).

A critique of Sawyer
I will argue below that multiply realisable proges are indeed a case of

emergence, but that Sawyer’s explanation of why #re so is wrong. In explaining
why, however, it will be necessary to develop apamant elaboration of the theory of
emergence presented so far in this thesis. Befdoesb, let me consider a couple of
more obvious responses to Sawyer.

First of all, opinions differ on how effective Fatikbargument is against
reductionism. Kim argues that each distinct typ&owofer-level instantiation of the
higher-level predicate could be explained separaseid so functionalism does not
constitute a viable alternative to reductionismn(KiL998, p. 116). Where there is a
large number of radically divergent lower-levelligations, it may be impractical to
provide a reductive set of explanations for a @inggher-level law, but it nevertheless
remains true that the behaviour of each instant¢keohigher-level predicate may be
reductively explainable in principle. Multiple resdbility therefore seems to provide an
epistemological rather than an ontological argunagiainst reductionism — which is
perhaps why Sawyer seeks to combine his oppogiiomethodological individualism
with support for ontological individualism.

Secondly, the argument for functionalism seemgsttdight to have nothing in
common with the concept of emergence, other tharesenting an anti-reductionist
position. Sawyer is quite careful about constrigctire anti-reductionist argument, but
extremely vague about the relationship betweenipieltealisability and emergence
itself. Let us return to the basic definition of @genceEmergences the idea that a
wholecan haveroperties(or powers) that are not possessed bpatss. The
functionalist argument could only be related t@ whefinition if we considered the
whole in this definition to be, not a particulasiance, but a general type of whole (a
‘natural kind’), and if we considered the partd®onot the parts of one particular
instance, but rather the many varying types ofsgaossessed by different realisations
of the whole. But this is clearly not the intentio@hind the basic definition; it is about
the properties of a particular type of whole andildeseem to apply to any instance or
token of that type. Here, then, Kim’s responseautecfionalism must be correct: the
functionalist argument has nothing to say aboutdegtion of gparticular whole to its
parts, and therefore can not provide an argumahsigreduction for any given
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instance of an emergent property. It might appleairit is an argument against the
reduction of functionadlawsrather than against the reduction of emergenteptigs,
and thus an anti-reductionist strategy that is toed covering law view of causality.

However, in this case first appearances may beeadshg. | will argue below
that multiply realisable properti@se emergent properties, but they are generally
emergent properties of much the same kind as thomee been discussing earlier in
this thesis. Sawyer’s argument for emergence therefoes not constitute a separate
argument from the relational argument | have bekaacing, but instead is a special
case (or from a different perspective, a genetadispof that argument.

To show why this is so we must return to the gdrtbesory of emergence. Any
given emergent property of a whole, | have argigethe product of a mechanism that
can be explained in terms of the properties opidngs and the relations between them.
However, | would like to suggest that the mechanisiderpinning the higher level
property need not depend upalhthe properties of the parts aaldl the relations
between them. Some higher level properties mayrdeppon a subset of the properties
of the parts and of the relations between thosks plagt me call this subset the
underpinningproperties and relations for this property. Wheetegher level property is
emergent from an underpinning subset of propeatnesrelations it may be realised in a
variety of different types of entity which sharatlinderpinning subset, but have parts
and relations between them that vary widely in othepects.

Thus, for example, the aerodynamic properties ofyjwimay depend upon those
underpinning properties and relations that deteerttve shape and rigidity of the whole,
but not at all on a wide variety of other propextté the wholes concerned. Wings made
in many different ways from many different sortswdterials may therefore share the
same aerodynamic properties. Those aerodynamiegiep are thus relationally
emergent in much the same sense as, say, the fespdra water molecule. In other
words, the analysis of chapters two and three abppées to them. Indeed, this is part
of the significance of the concept of structuralgas discussed in chapter two. The
current argument, however, brings out an imporsapplementary point: structural
ranges apply tpropertiesas well as t@ntities and the structural range of a property
may be wider than that of any particular entityistThill happen whenever its
underpinning properties and relations are founa variety of different entity types,
whether or not those entity types are structur@dytinuous in respect of their

composition.
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The consequence is that these so-called functmoglerties are indeed
relationally emergent in each token case, andioelally emergent on the basis of the
same causal mechanism in each token case. Theliflelence between these
functional properties and the simpler cases ofigalally emergent properties discussed
earlier in this thesis is that the underpinningpamties and relations may be a subset of
the properties of the parts of the wholes possggkim property and/or the relations
between those parts. It is entirely possible thatyof the emergent properties already
discussed also work in this way. Thus, for examible emergent properties of a
married couple as such may be entirely indepenofesbroad range of properties of
the particular people who are its parts, such ais tolour, physical shape, and the
knowledge they possess about a wide range of ssbfsimilar argument can be
applied to the property of ‘being a competitiventesport’ cited as an example by
Sawyer. This property is emergent from a certabysstiof the relations between the
participants in any such sport, and that subsahdérpinning relations falls within a
certain range foall competitive team sports, irrespective of the ofiveperties of the
sport concerned. This argument is synonymous \witctaim that these properties are
multiply realisable®

As Sawyer points out, a wide range of social propeare multiply realisable in
this sense, and inevitably so. Given that, as wagsea in chapter four, both human
individuals and many social entities are complexpdidte systems, every instance of
either will differ from every other instance. Difeint humans have different DNA,
different biological phenotypes as a result oftlfiferent DNA, different life histories
which are reflected in different neuronal configioas in their brains, and different
causal powers as a result of these other diffeger@®en that social entities are
composed primarily of human beings, then this alor@ies that all social entities will
be multiply realisable. However, as social entitlemmselves are also complex adaptive
systems that can be constructed in different wayscan develop over time, there is a
further reason for them to be multiply realisal@eite where the line is to be drawn
between multiple realisability and wild disjunctuseunclear, but the variations

between different instances (tokens) of the samme ¢ social entity may often be

*® The case of Gresham'’s law cited by Fodor, howewas, be more complex, and there may be
other kinds of functional properties that raisdHar issues, such as the case of keys discussed
by Teller (Teller, 1992. pp. 144-6). Teller, inandally, discusses keys under the heading of
‘relational emergent properties’, but means sometldifferent than | do by this term. The
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substantial. This is in marked contrast to lowgels of the ontological hierarchy,
where different instances of the same natural kiedgenerally identical in both
composition and structure.

Thus it is true both that multiply realisable prdpes are emergent, and also that
a wide range of social properties may be considemaltiply realisable properties.
However, in other respects this argument differssaterably from Sawyer’s. Above
all, it is clear from this argument that such pmies are not emergehecausdhey are
multiply realisable, butlespitebeing so. It is the commonality of their underpirn
properties and relations that underlies the simylaf their higher level properties, not
the divergences between the other properties ofelations between their parts.
Multiply realisable properties are a fascinating anportant subset of relationally
emergent properties, but they are indeed a subdat@ some other independent
foundation for the existence of emergent properidaws>’

A further implication is that, again despite fiegipearances, multiply realisable
properties are irreducible for ontological and epistemological reasons. They can not
be eliminatively reduced for precisely the samelmgfical reasons as any other
relationally emergent property, and entities pasisgsthem are causally effective in
just the same sense as any other causally effemtitty. Hence they provide no warrant
for being ontologically individualist: it is thedher level entity that possesses the
emergent functional property, and not the loweelgarts. Sawyer’s arguments for
ontological individualism thus pose no threat te #igument that relational emergence
justifies the claim for social entities to have salypowers (and ontological reality) in
their own right

To summarise this section: Sawyer’'s argument fooraeductive emergentist
sociology premised upon multiple realisability ami¢t disjuncture is very interesting,
not least because social entities in genam@multiply realisable. However, he fails to
see that this functional argument for emergenae figct a special case of the more
general and more fundamental relational argumerdgrftergence. He has helped to
raise awareness of the possibilities of an emeigjeatcount of sociology, and has

made some valuable contributions to such an accbuhthe incompleteness of his

argument of this section, therefore, does not domsta complete reply to Fodor, but | do not
believe this undermines its critique of Sawyer's a§Fodor’s work.

* Logically, there may also be cases of propertias are shared by different types of entity
even though those entities do not provide a comsedif underpinning properties and
relations. The cases cited by Sawyer, howevemairef this type.
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underlying general theory of emergence leaves hitm an inadequate account of the

emergence of social structure.

Giddens: structuration theory

Many thinkers have highlighted the need to recagtiie causal roles bbth
social structure and human agency in the socialdwvbtouzelis, for example, argues
that we must

view any social system (a group, an organisati@aciety and so on) from both a
social and a system integration point of view: i@wit, in other words, as both a set
of interacting actors... and as a configuration ali@gositions or institutions ...
Any attempt to eliminate agency leads unavoidablyarious forms of reification;
whereas any attempt to eliminate institutionalctrce leads to ultra-voluntaristic
theories of social persistence and change (MoyzZé)&1, p. 117).

There is, however, more than one way to integrgémey and structure.
Emergentism offers one such way, but this sectitirewamine an explicitly anti-
emergentist alternative: Anthony Giddesgucturation theorylIt will begin by
outlining Giddens’ ontological position, then | iglbnsider Archer’s critique of this
and the defence offered by Rob Stones, beforentuglimy own perspective on

structuration theory.

Structuration theory
Giddens tells us that “as conceptualized in stmation theory, ‘structure’

means something different from its usual usagbeersbcial sciences” (Giddens, 1984,
p. Xxvii). He argues that “a structure is not aigp’, ‘collectivity’ or ‘organization’:
thesehavestructures” (Giddens, 1993, p. 121), and so sdenuentify structure as
what | have calledtructure-as-relationsather tharstructure-as-wholeHe labels
collectivities and the like as/stemsather than structures, but his discussions of
structure rarely refer back to these systems; roftem he seems to see structure as the
structure ofpractices to which he assigns central importance in sociok@ggdens,
1984, p. 2) or oinstitutions which he defines as “the more enduring featufe®cial
life” (Giddens, 1984, p. 24).

The content of structure, for Giddensrugesandresources

In structuration theory ‘structure’ is regardedags and resources recursively
implicated in social reproduction; institutionalizéeatures of social systems have
structural properties in the sense that relatigpsshre stabilized across time and
space. ‘Structure’ can be conceptualized abstrastiyvo aspects of rules —
normative elements and codes of signification. Ress are also of two kinds:
authoritative resources, which derive from the odir@tion of the activity of human
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agents, and allocative resources, which stem fremtral of material products or of
aspects of the material world (Giddens, 1984, gi)xx

These rules and resources stabilise social practice play a key role in their
reproduction, in particular because, for Giddetrsicture has no existence outside the
minds of the human agents involved in its reprodact

Structure thus refers, in social analysis, to thecsuring properties allowing the
‘binding’ of time-space in social systems, the @ies which make it possible for
discernibly similar social practices to exist asrgarying spans of time and space
and which lend them ‘systemic’ form. To say thatisture is a ‘virtual order’ of
transformative relations means that social systasiseproduced social practices, do
not have ‘structures’ but rather exhibit ‘structyseoperties’ and that structure

exists, as time-space presence, only in its inst#oms in such practices and as
memory traces orienting the conduct of knowledgeabiman agents (Giddens,
1984, p. 17)

Not only rules, but also resources, in the senseghich Giddens uses the term,
exist only internally to individuals. Even allocagiresources, for Giddens, are not
material products, but rather “stem from contrdlsafch products, and exist only as
memory traces (Giddens, 1984, p. 33). This endbiado reconcile structure and
agency, not as the distinct causal powers of irgklated types of entity, but as different
aspects of the same thing:

The constitution of agents and structures arewaotindependently given sets of
phenomena, a dualism, but represent a duality. aog to the notion of duality of
structure, the structural properties of socialeayst are both medium and outcome of
the practices they recursively organize. Strucisireot ‘external’ to individuals: as
memory traces, and as instantiated in social mestit is in a certain sense more
‘internal’ than exterior to their activities in auikheimian sense (Giddens, 1984, p.
25).

Giddens’ strategy for reconciling structure andrayethen, seems to allow
some sort of causal effect to structure — or atlesnstitutional structuran the sense
defined by Lopez and Scott. But at the same timagpears to deny a distinct
ontological status to structure by seeing it agual’ except in those moments when it
appears as a property of human individuals emalsodied structuteHe explicitly
rejects Durkheim’s argument that structure candes f1s emergent and therefore as
exercising a causal influence in its own right (@ds, 1979, pp. 50-51). His position
therefore seems somewhat analogous to Sawyerma@tte combine ontological
individualism with a denial of methodological indiualism.

Giddens’ counterposition of duality to dualism iglely interpreted to mean that

no ontological separation is possible between &ira@nd agency, since both can only
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ever be effective as aspects of human individddlss is the heart of the critique of

Giddens’ ontology offered by Archer.

Archer’s critiqgue of Giddens

Archer recognises that both emergentism (whichteshes to refer to as ‘the
morphogenetic approach’) and structuration thetast 'rom the presumption that both
structure and agency are causally significant. Adwawve seen, Archer’'s own argument
is explicitly emergentist, and leads to the coniclushat structure and agency each have
their own existence and causal influence — and tihasanalytical dualisnof structure
and agency in social explanations. By contrasth@r¢along with many other critics of
Giddens, e.g Craib, 1992) argues that Gidddnality of structureconflates structure
and agency as two sides of the same coin ratherttiaseparate but interacting
elements. In consequence, each can only be andlysseking how it appears through
the other:

To treat 'structure’ and ‘agency' as inseparaldenigal to the notion of 'duality’. This
method of transcending dualism then produces aviamy of 'social practices' which
are held to be the ultimate constituents of saeality. There is a decentring of the
subject here because human beings only becomegyespbpposed to organisms,
through drawing upon structural properties to gateesocial practices. There is an
equivalent demotion of structure, which only becemeal, as opposed to virtual
when instantiated by agency. These ontologicalmpsions have direct implications
for practical social theorizing, for they enjoirattsocial theory should concern itself
exclusively with 'social practices'. These aloreetae subject matter of the social
sciences. If this is the case then its corollameistral conflation, for the implication
is that neither 'structure’ nor 'agency' have iedeent or autonomous or anterior
features, but only those properties which are neated in and reproduced or
transformed through 'social practices' (Archer,5.99 101).

Thus, “by enjoining the examination of a singleqass in the present tense,
issues surrounding the relative independence, tanflseence and temporal precedence
of the components have been eliminated at a str@keher, 1995, pp. 93-4). Archer
labels this aglisionismor central conflationof structure and agency, and argues that it
“deprivesbothelements of their relative autonomy, not througfhucingone to the
other, but bycompactinghe two together inseparably” (Archer, 1995, [l)10

Archer’s theory of social morphogenesis, by cottr@sts upon the analytical
separability of structure and individual actionwaessaw earlier in this chapter (p. 127).
By contrast with structuration,

‘Morphogenesis’ is also a process, referring todhaplex interchanges that
produce change in a system’s given form, strucduistate.. but it has an end-
product structural elaboration, which is quite differémm Giddens’s social system
as merely a ‘visible pattern’. This to him can bestanalysed as recurrent social
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practices, whereas to general systems theorigtgldborated structure has
properties which cannot be reduced to practicesealalthough these are what
generated both it and them (Archer, 1982, p. 458).

To put this into my terms, Archer argues that dtrration theory sees the causal
powers of structure and agency as inseparable be@ach enters into the constitution
of the other, and neither has a distinct existeémds own right. This can be contrasted
with an emergentist ontology, which insists thathb&tructure and agency have causal
powers in their own right. A number of authors hdigputed this argument, and in the
next section | will discuss one such responsed#ience of Giddens offered by Rob

Stones.

Stones’ defence
The primary thrust of Stones’ argument is to disghe extent of the underlying

differences between structuration theory and enmisya, and to argue instead that
social theorists should be working towards a prtidecsynthesis of these two
essentially compatible approaches, each of whisrshenething useful to contribute to
the study of structure and agency (Stones, 20017 p. Stones, 2002, pp. 223-4). This
argument rests in particular upon a denial of thercthat Giddens conflates structure
and agency. As Stones sees it, Giddens arguessttiiatures enter into people and that
the agency within people draws on those interndlsteuctures” but “would not deny
that there are social structures outside the pdlsirare separate from that person —
that would be absurd — only that these can'difzavn uponby agents as structures
unless they enter into the phenomenological ‘horind agents” (Stones, 2002, p. 223).

This idea that structures are separate from pdmnjlalso enter into people is
clarified in another article in which he tells bsit Giddens does preserve an ontological
distinction between structure and agency:

It is a different notion of dualism that Giddengeots, the kind of dualism that sees
structure as always entirely external to agencwyhrch structure is conceptualized
as akin to the walls of a room and agency as akihd space to move within the
room. This kind of dualism is rejected becausecstination theory conceptualizes
structure as being partly within the agent as keogyeability or memory traces. So
the structure enters into the person (or corpargést) such that we can dagththat
agency is a part of the person and that sociattstrel is a part of the person.
Structure, for Giddens, is something that is coheajzed as inhabiting people in the
sense that it enters into the constitution of #fekive and prereflexive motivations,
knowledgeability and practices of people (Stoné912 p. 184).
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This, he believes, constitutes a denial of cordigtivith the consequence that
Archer ought to be able to accept structuratioony€’

| see no reason why the morphogenetic approachl catlaccept this notion, of
what | will call duality within agents (or peopleds long as structuration theory
reassures realism that it does hold significantispafrthe context of structures (i.e.
the parts external to the memory traces and knayelgloility of the agents in focus)
to really existoutsidethe agents, and that memory traces and knowledijgalso
really exist as potentialeven when they are not drawn upon or instantidtetbed,

| should say that a reliance updunality within agentslready runs right through the
morphogenetic approach, for example ... within theyvaea of structural
conditioning (Stones, 2001, p. 184).

But it is highly questionable whether Stones’ argatrebuts the charge of
conflationism at all. In seeing structure as pathe human agent and the agent also as
part of structure he presents an ontological argurtiat, as written, is simply
incoherent on any plausible understanding of p&tle/relations (see Stones, 2005, p.
21 for an even clearer statement of the mutualtdatien of structure and agency). For
A to be part of B entails that A is less than tHeoile of B (i.e. that there is at least one
other part of B that is not part of A). Since iingpossible for A to be less than B and
also for B to be less than A, it is impossible Aoto be part of B and B also to be part of
A. Whatis logically possible is fopart of Ato be part of B, angart of Bto be part of
A — ontological interpenetration — and althougls ilsinot what Giddens or Stones
actually say it does seem to be what they reallgrmelowever, for this to be a
plausible ontological claim they would need to beécinmore precise abowhich parts
of whichwholes interpenetrate.

Giddens and Stones see no need for such an anad¢ygsiase of another flaw in
their argument: they assume a false identity batveagisal interdependence and
ontological composition. This operates most suiptithe frequent and systematic
misuse of the word ‘constitution’ and its cognatesean both or either of these things
interchangeably, as for example in: “Structure .teexninto the constitution of ...
motivations [and] knowledgeability” (Stones, 2091184 - see above for the full
quote). Here we see a transmutation, via the secrndumlity of ‘constitution’, of the
thoroughly reasonable argument that structure ltasisal effect on knowledge into the
thoroughly unreasonable argument that structumrellyebecomes a part of knowledge.

Both Giddens and Stones consistently assume thert@ver a structure

contributes causally to a belief it thereby becopes of that belief. Thus, for example,

% And indeed that structuration theorists oughtda@ble to accept emergence (Stones, 2001,
pp. 194-5).
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the claim that structural conditioning rests onlity@made by Stones in a quote cited
above) and thus on ontological interpenetratiorflates knowledge that arises causally
from the agent’s experience of a structure withgtinecture itself. Emergentists are
perfectly happy with the arguments that socialctnes causally affect our knowledge,
and that our knowledge causally affects our actiafvhat we reject is that this entails
that structurebecomepart of our knowledge.

But perhaps the greatest problem with both Giddensllogy and Stones’
defence of it is a persistent failure to distinpuietween different kinds of structure.
Addressing this failure is the key to resolving tiebates over structuration theory, and

it is this that | turn to next.

One size does not fit any: institutions

It is common for social theorists to write of sd@aucture as if it was
homogeneous, in the sense that they assume tisaical structures can be theorised in
the same way — that ‘one size fits all’ when it @so the analysis of social structure.
In this section | will argue that there are impaottdifferences between different classes
of social structure, and that the neglect of titéerences has been a persistent
problem in the debate over structuration theorydrticular, we must distinguish, as |
have done in chapter four, between the ontologitatture of organisations and that of
institutions (irrespective of whether we equateiingons to collective representations
or to individual beliefs). By conflating the two,amy debates on structure have simply
confused the picture. In order to assess the déleatesen structuration theory and
emergentism effectively we need to consider it flwoth possible angles — as an
analysis of organisations, and as an analysisstifuions.

Let us begin with structuration theory as an anslgsinstitutions, as | have
defined them in chapter four: social practices #ratcommon within a given cultural
setting. As | argued there, such commonality arfisss the causal role played by
particular beliefs (horms and values) which areethdhy members of the cultural
community concerned. However, there are two disand different possible ways of
theorising this causal role. The first argues thase norms and values are only causally
effective as items of knowledge or belief held bgividual human agents. The second,

however, argues that it is not individual norms saflies but collective norms and

®1 Stones seems to think that Archer would rejectabepoint (Stones, 2005, p. 55). This
misunderstanding, | believe, arises from a corredjmy failure to distinguish between
composition and causation in the emergentist adaufusocial ontology.
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values that are causally effective here: that iiddial-level norms and values, related to
each other in the sense of being shared over acedmmunity, form the parts (or
underpinning properties) of an emergent whole (oemergent property of a higher
level entity) which we may call eollective representatigrio use Durkheim’s phrase,
and that it is this collective representation ikatausally effective. One could argue, for
example, that theommonalityof social practices cannot be explained by theaau
effects of individual norms and values, but onlythg commonality of those norms and
values across the community, and hence (by thesceigéon argument) that it is the
collective norm or value that is causally effectarel not the individual one.

Giddens’ duality of structure seems designed tmaalim to hold both of these
theoretical positions simultaneously while alsoydeg them both. This is precisely the
intention of the passage already quoted:

Structure thus refers, in social analysis, to thecsuring properties allowing the
‘binding’ of time-space in social systems, the @ies which make it possible for
discernibly similar social practices to exist asrgarying spans of time and space
and which lend them ‘systemic’ form. To say thatisture is a ‘virtual order’ of
transformative relations means that social systasiseproduced social practices, do
not have ‘structures’ but rather exhibit ‘structyseoperties’ and that structure

exists, as time-space presence, only in its inst#oms in such practices and as
memory traces orienting the conduct of knowledgeabiman agents (Giddens,
1984, p. 17)

Thus he simultaneously claims that structure “maikpesssible for discernibly
similar social practices to exist” but that it “stg, as time-space presence, only in its
instantiations in such practices and as memorg$ad hus, on the one hand, he claims
that structure makes possible the commonality attpres, which would appear to
require a quasi-Durkheimian notion of structurs@sething that is wider than the
beliefs of individual human beings. This is thewithat also seems implicit when he
defines structure as “rules and resources, orgauaisgroperties afocial systems”
(Giddens, 1979, p. 66, emphasis added). Yet oottier hand he insists that structure
exists only as instantiations in the practices mnatls of individual human beings, and
thus denies the Durkheimian notion. But it seenas $slich structure could only produce
a commonality of social practices if there is a amonality to its instantiations in many
human beings, and if this is case surely it iddter commonality — a relational
property of the group, and not a property of ardnirdual or even of an unrelated
group of individuals — that produces the former.

Reading Giddens’ structuration theory as an accolitite structure of

institutions, then, seems to leave us with a caittmn. He wants norms and values
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simultaneously to be more widely binding than thedividual instantiations because of
their social character, but also nothing more tin@ir individual instantiations in
ontological terms. The former claim depends upa®epting the claim that ‘collective
representations’ are causally effective, whilelgiter depends upon denying it.

| tentatively suggest that there is a more plaesiay of understanding the
ontology of institutions: to recognise that colleetnorms are emergent properties of
cultural groups, with the individual norms of mensbef the group as their
underpinning properties. This suggests that callectormsare causally effective,
although further ontological work is required tardfly their underpinning properties
and causal mechanisms, and that they affect indidorms, which aralso causally
effective. In this picture, it is individual norntisat appear to directly bring about
individual instantiations of social practices, kuir relationship with the cultural group
holding the norms collectively is in some way agalas to that between role
incumbents and organisations. Thus, for examptiyiduals holding norms may
operate on behalf of the cultural group, in the savay that causally effective
organisations work through their role incumbentigeratively, (or in addition)
individual norms may be causally influenced by edlive representations.

This is an area that requires more theorisatiod | érave already indicated |
intend to address this in my future wéfihut it already seems a much more attractive
solution than the ontology of structuration thedoy,a number of reasons. First, there is
no need to equivocate about the causal statudlettiee representations, unlike
structuration theory’s ‘now you see it, now you tameatment, which depends upon
the causal effectiveness of collective represeamatbut simultaneously denies it.
Second, there is no need to confuse the compaoaitielationship between institutional
structure and individual agency. Individual normaynbe underpinning properties of
collective representations, and the individualgiimg the norms may be the parts of the
corresponding cultural groups, but the convers®idrue, hence we escape the
ontological conflationism of structuration theoAnd third, in doing so we escape the
need to conflate composition and causality: weatarept that collective representations
causally affect individual norms without therebguaing that they become parts of
them.

®2 Archer has already made a significant contributitheorising this area in (Archer, 1996a).
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One size does not fit any: organisations

We can deal more briefly with the relationship bedw structuration and social
structures that take the form of organisationsledsed in chapter four above. Here we
must relate Giddens’ account of structure to wieatddlscollectivitiesandsystemsAs
Mouzelis and Giddens himself have pointed out)dkter concepts provide at least a
partial defence against the charge of conflationasrboth are varieties of higher-level
social entities which Giddens treats as having somelogical significance in their
own right (Mouzelis, 2000, p. 760). In defendingself against charges of
conflationism, Giddens has argued that his rejaatifiodualism in favour of duality
“does not mean denying that there are social systerd forms of collectivity which
have their own distinct structural properties” (Geas, 1993, Introduction to second
edition, pp. 4-5).

Giddens seems to have a somewhat functionalisieption ofsystem(Giddens,
1979, p. 74) which he describes as a “structurdityy’ (Giddens, 1979, p. 64).
Collectivitiesare perhaps closer to the concept of organisatibage emphasised in
chapter four, although perhaps he means the twutstey be synonymous: he argues
that “collectivities ‘consist of’ interactions bedé&n members but structures do not; any
system of interaction, however, from a casual ent@wp to a complex social
organisation may be analysed structurally” (Giddé8§6, p. 118). Returning to his
response to accusations of conflationism, he says

In structuration theory, the concept of ‘structyseesumes that of ‘system’: it is only
social systems or collectivities which have strualtproperties. Structure derives
above all from regularized practices and is hehasety tied to institutionalization;
structure gives form to totalizing influences ircist life (Giddens, 1993,
Introduction to second edition, p. 7).

In analysing organisations, then, Giddens seerasgige that they are structured
by the “regularized practices” which are, or areduced by, institutions. Giddens
himself, however, does not make the ontologicdlrditon between collectivities and
institutions so clear, because he does not trettutions as entities or properties at all,
but rather as process®slt therefore seems in his exposition that thererily one sort
of structured entity, corresponding to my concdpirganisations, while
institutionalization is nothing more than a partioé process by which their structuring
occurs. This is entirely consistent, of coursehviis nominal rejection of collective

® For an interesting and important discussion offtueess oriented nature of Giddens'’
ontology, see (Sawyer, 2002b).
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representations as entities or emergent propentigheir own right in his treatment of
institutions.

As | argued in chapter four, institutions do ind@émly an important role in the
emergence of organisations, contributing to therphostasis, their morphogenesis,
and indeed to the causal mechanisms underpinnimg sbtheir properties. But we
cannot understand the ontological status of orginiss in terms of institutional
structure alone. We also need to understand thlational structure: to recognise that
they are made up of people, but that although {eaits are people, organisations have
powers distinct from those of the people who malesrt up by virtue of the ways in
which those people are related to each other ithanisation. Those relationships can
be expressed as roles, and roles themselves cab®effective because the people
involved have shared understandings of them. larotlords, the relations that
constitute organisations depend causally upontitgths. But the relations are not the
same things as the institutions; we must avoicethar of confusing causation and
composition. Giddens’ account of the ontologicaibaf organisations or collectivities,
then, is radically incomplete by comparison with #mergentist account presented in

chapter four.

Reconciliation?

Unlike Stones, then, | see no hope for a recoticihebetween emergentism and
structuration theory that is premised on accepdistructurationist ontology.
Structuration’s ontology is not only conflationsit fundamentally confused and
incoherent, resting as it does on (a) an inheramhtradictory attitude to collective
representations; and (b) the systematic confladsfaomposition and causation. If there
Is to be a reconciliation, then, it must rest oceppting an emergentist ontology of
structure and agency. But what opportunity doe& suconclusion offer for a
reconciliation?

The opportunity for reconciliation, | believe, assfrom the potential for
disarticulating structuration theory and its ontplolf we read Giddens as presenting a
causal story about the relationships between agamdyarious forms of structure, and
disregard his conflationist ontology, it becomesgible to extract some value from his
work as aheoreticalaccount. An opportunity may arise from the consitien of
organisations above. Institutions and organisatasedifferentkinds of structure and
we cannot understand either unless we recognisatia theorise them differently,
while recognising that both are emergent structwiés causal powers in their own
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right. Nevertheless, we do need to recognise ket arenterdependenkinds of
structure, especially in the sense that institgtiare implicated in the structuring of
organisations. Structuration theory is an attemphéorise this interdependence as well
as an attempt to develop a social ontology, anetthiay be significant value in
Giddens’ theory even if we reject his ontologystifucturation theorists are prepared to
abandon their ontological claims there is roomdiatogue about the processes by
which structure and agency interact.

Conclusion

This chapter has compared and contrasted a nurhbes existing approaches
to social structure with the account developedhiapter four. It has considered two
explicitly anti-emergentist approaches — King'satefe of methodological
individualism, and Giddens’ structuration theorgire two different attempts to
develop an emergentist approach — those of AraiiSawyer.

King's defence of methodological individualism faih the face of the
redescription principle, since he claims for indivals causal powers that can only exist
when they are organised into higher-level socistiea. He has nevertheless exposed a
flaw in Archer’s account of emergentism, which & kise of some examples that are
really aggregates with no distinct causal powetth&ir own right as though they were
cases of emergence. This flaw can be correctedeVienywand once we have done so it
is clear that Archer’s account is broadly compatibith that developed in this thesis.
Her emphasis is on morphogenesis, whereas thits ihags more attention to the
synchronic relational side of emergence, but thedacounts are essentially
complementary.

Like Archer, Sawyer has done much valuable wonkaising awareness of
emergence amongst sociologists, but | have argutds chapter that his account of
emergence is flawed. He borrows Fodor’s argumatthigher level laws can be
irreducible by virtue of multiple realisability evild disjuncture — in other words, that
there can be higher level functional properties #na built upon many differing lower
level structures. However, this chapter has shdwahmultiply realisable properties are
usually a special case of relational emergencetlesatdn such cases their irreducibility
Is a product of relational emergence and not oftiplelrealisability as such. Such

properties provide an interesting and importan¢esion to the account of emergence
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presented in this thesis, but not a viable altérediasis for a general theory of
emergence.

Finally, | have agreed with many other critics tGadldens’ structuration theory
fails to conceptualise adequately the relationtrfcsure and individual action as a
result of conflating the two and in effect denythg emergence of social entities. In
terms of institutions, structuration theory’s daabf structure seems like an attempt to
evade the problematic ontological nature of colectepresentations, but it is an
attempt that fails; he relies on the existenceotiective representations while
simultaneously denying it. In terms of organisasidme ignores the relational aspect of
their structure and thus misses the very thingrietes them emergent wholes. Some
of Giddens’ work may be useful in helping us to erstiand the processes by which
agency and certain sorts of social structure iotelkaut as an ontology of social
structure it must be discarded.

| conclude, first, that the emergentist accourgasfial structure developed in
this thesis is decisively superior to the non-erastigt alternatives that have been
reviewed here, and second, that it is both compi¢ang to, and an enhancement of,
improved versions of the emergentist alternativiesred by Archer and Sawyer.

The last two chapters, then, have justified thercthat social structures can be
causally effective in their own right as a restilbeing emergent entities. Traditionally,
however, such claims have been seen as antith&iibaiman agency. The next two
chapters will show that this is not so, by devatgpan emergentist account of agency

and showing how agency interacts with social stmect
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6 Agency

As human beings, we are inclined to believe thatcttimscious exercise of our
own capacities makes us the source of what happesegiety. This chapter will
examine this belief as it relates to the behavaduhe human individual. In what sense,
and to what extent, can we human beings ourselvesdarded as agents with a causal
impact on our social world?

There are a number of different definitions of agerand we must distinguish
at the outset between two groups of these — theeqis ofpolitical agencyand
individual agencyPolitical agency is the possession of “the pawdiring about
effective change in collective life” (Coole, 200Pplitical agency, however, may
potentially be exercised by other things than irlial human beings — in Archer’s
account, for example, it is exercised by groupker, 1995, pp. 257-8). This chapter
is concerned, however, with the specific powerswhan individuals, and therefore
with agency in its second sense: individual agehwividual agency can be defined as
“the power of actors to operate independently efdbtermining constraints of social
structure. The term is intended to convey the wuwldl, purposive nature of human
activity as opposed to its constrained, determamgzkects” (Jary and Jary, 2000,p. 9).

This chapter will argue that we human individuadsideed have causal powers
of our own, and that those causal powers are emefgen the organised set of our
parts in accordance with the same general logidied in chapters two and three
above) that applies to social structures, and ihdee¢he structures of the natural world.
Just as it is for any other emergent entity, thisfact that a human individual is a
particular organisation of particular sorts of pdhat makes it possible for that
individual to possess causal powers in his or kgr vght. Thus, in explaining the
powers of human individuals — their capability ehabnstrating agency — we must be
prepared to consider how the five pillars of emeogeapply: What are the parts, how
related, that constitute human individuals, howsdites sort of structure lead to the
powers that they possess, and how is this sottwftare brought about and sustained?
Clearly there are many levels at which we couldsperthese questions, and as a work
of social theory this thesis will neglect much loé tiological explanation of the

workings of human beings. But | do not believe \aa neglect the biological basis of
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human capacities entirely if we are to construca@aquate understanding of human
social functioning.

Nor, however, can we neglect the fact that humdmaeur is causally
influenced by external factors. The idea of agda®ften claimed to entail the freedom
of human action from the external constraint ofi@astructure (Jary and Jary, 2000,
p.9; Loyal and Barnes, 2001, p.507). | will certaiaccept that human action is not
fully determined by social causes, but | will alggue that social entities do have a
causal impact on our actions. The critical readstount of the co-determination of
actual events by a multiplicity of causes, potdiytiaom a variety of levels in the
hierarchy of emergence, provides the framework egé¢d reconcile the claim for
agency with the recognition of the causal impaa®dérnal factors on human action
(both natural and social).

The first two parts of the chapter will addressdiestions: how do the causal
powers of humans emerge, and how are these camsalrpcombined with external
causal influences in the determination of humarabielur? They offer a positive theory
of agency — of human action — based on the emepgeperties of human individuals,
as part of a hierarchy of entities with emergenwgxs, including both the biological
parts of human beings and the social entities ceegbgat least in part) of human
beings. In bringing together the biological, thdiudual, and the social contributors to
the determination of human action, this chapteldvaw on a variety of disciplinary
approaches, including for example neuroscienceng@henology, and the philosophy
of action. It is one of the strengths of emergentikat it allows us to recognise the
complementarities between these approaches andcikrahat often seem to be
competing arguments about the determination of muaction.

The remainder of the chapter will relate this ereatigt theory of action to two
important existing approaches. Pierre BourdieuMadyaret Archer have advanced
what seem at first sight to be incompatible thesoaehuman agency. While Archer
places heavy stress on conscious reflexive deliberand the consequent choices of
identity and projects that individuals make, Boatds concept ofiabitusplaces
equally heavy stress on the role of social coniitig in determining our behaviour,
and largely ignores the contribution of human paflgy. Despite this, | argue that these
two approaches, with some modification, can bothdmmmodated within the
emergentist theory of human action which is sketahg in this chapter. This is not to

suggest that Archer and Bourdieu can be comple¢elynciled; their divergences are
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multi-layered, and the resolution of the theorétomaflict depends in particular in
rejecting the apparent conflationism of Bourdiearsology.

Overall, this chapter will focus on the positivenstruction of an emergentist
ontology of individual human agency and a completagnemergentist theory of
human action. However, this approach directly aitts the ontological perspectives
of many existing explanatory accounts of agenayiutiing reductionist accounts from
three different perspectives — biological, indivadistic, and structuralist — as well as
conflationist accounts. It also conflicts with tiedwat explicitly or implicitly deny that
we can provide a causal account of human acti@yding approaches inspired by the
doctrine of free will and by hermeneutics. Theseous challenges to an emergentist
view of agency will be discussed and rejected imptér seven.

Brains, minds, and agency

Human individuals, | argue, are emergent systenih, poperties and powers
that arise from their components and the way irctvitihese are organised to form a
human being. For the purpose of explaining howetms work, the most important of
these powers is our generic power to act, includungpower to act communicatively.
The next two sections will therefore be concerndéd the emergent roots of our power
to act, and with an analysis of the sorts of faxctbat affect how we can and do realise
that power. These two sections are structured asnalysis of Davidson’s influential
claim that there are causally effective mental pineena such as beliefs and desires,
and that these can compose ‘reasons’ which caaumes of our actions (Davidson,
2001).

The current section will consider the ontologidakgs of mental phenomena,
and in particular the question of how they may imemgent from the networks of
neurons that make up our brains, although it wilage only very briefly with the
underlying neurosciend& This section, then, constitutes an analysis oftyhets of
human individuals, and what organisation of thengarpin the emergence of our
power to make decisions. The following section wilhsider the relationship between
such decision making and the causation of humaawetr; a relationship, I will
argue, that is less obvious and straightforward thayenerally assumed. It will then go
on to fit this in to a wider account of how the salpowers of a variety of different

% Nor will it attempt to explain or explore the nawf our experience of the mental, which is
emphasised in phenomenological approaches, orilimspphical analyses @fualia.
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entities can co-determine human action. Taken begethese two sections offer an
explanatory reduction of human action in terms #ilatw appropriate roles to both
mental phenomena and the ‘hardware’ of our bréins.

What are mental phenomena?

We must begin by asking what mental phenomena/inde there is some
agreement on what sorts of things are mental phenam sensations, beliefs, desires,
intentions, concepts, reasons, and decisionsxmnple — the criteria that circumscribe
the mental are more controversial. | shall acce@trl®’s approach, which implies that
mental phenomena are thoughts of any type of whielean be conscious. Thus, for
something to be mental, we must be able to thirtk Wi This does not mean, of course,
that we are conscious of, or thinking with, itthk time; we always hold a great many
concepts and beliefs that we are not conscioustbiaparticular moment (Searle,
1992, p. 172).

This immediately leads us on, however, to anothiestion: how can mental
phenomena exist? What is it that connects the ‘mirtle array of mental phenomena
we experience, if experience is the right word euo bodies? The relatively recent
development of the sciences of the brain — theassignces — is starting to provide
answers to questions like this, although those arsare still highly incomplete. What
they do seem to show is that mental phenomenavidotn we are conscious of them
and when we are not, are somehow produced by thres of neurons that make up a
large part of our brains.

John Searle, for example, argues that conscioustsefsmust have
neurophysiological causes: “theentalstate of consciousness is just an ordinary
biological, that isphysical,feature of the brain” (Searle, 1992, p. 13). Sesees this
as an emergence relation:

The brain causes certain ‘mental’ phenomena, ssico@scious mental states, and
these conscious states are simply higher-levalifeaiof the brain. Consciousness is
a higher-level or emergent property of the braithmutterly harmless sense of
‘higher-level’ or ‘emergent’ in which solidity is lsigher-level emergent property of
H.O molecules when they are in a lattice structuwre)(i. Consciousness is a mental,
and therefore physical, property of the brain i $lense in which liquidity is a
property of systems of molecules (Searle, 19924p®°

% See (Searle, 1992, pp. 234-7) for more on ‘hardiyaocesses in our brains.
% Also see (Searle, 1997, pp. 17-18).
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I would agree: mental states (like concepts aneis@¢lare emergent from inter-
related groups of physical entities (like neurong aynapses). Conceived in
downwardly inclusive terms, they are therefore ba#ntal and physical; conceived in
level-abstracted terms, we can see mental stategvasg distinct causal powers of their
own (if they are entities) or dingcausal powers in their own right (if they are
properties). Beliefs, for example, may have caaffakts on us that neurons cannot
have when they are not structured through synaptioections into a particular sort of
higher level entity. For many purposes, we canewghe emergence base and talk in
terms of the causal impact of mental states, bubtizers we may have to take account

of the neurophysiological underpinnings of the mént

The emergence of the mental

There are a variety of open questions here, assecoience of the relatively
underdeveloped state of the brain sciences. Fonghea it is not clear whether mental
phenomena should be regarded as entities in theiright or as emergent properties. |
tend to the view that mental phenomena are emepgeperties, but this raises a second
open question, for if mental states are propediem entity then it is not immediately
obvious what that entity is. If any given beliedr £xample, follows from the state of an
identifiable set of neurons and the relations betwihem (let me call this a neural sub-
network), then it would be a property of that partar sub-network. However, if each
belief (or mental state) depends upon the sta#dl of most of the neurons in the brain,
as some neuroscientists believe (Freeman, 200@8), and if these beliefs are
interdependent with other beliefs which are alsemgant from the same network, it
may be more appropriate to see mental states penpies of a larger whole. This larger
whole could be a particular subset of the brairrh@ps a subsystem for processing
mental phenomena — or it could be the whole besnmplied by Freeman’s argument,
or it could even be the whole human body. Thelastesuggested by the recognition
that some mental phenomena, such as perceptioandegpon an interaction between
parts of the brain and other parts of the body,asd because the nervous system,
which for some purposes may behave like a pati@btain, extends throughout the
body. This sort of consideration tends to encouthgadea of mental states,
dispositions, and the like being ‘embodied’ bugtii seems to depend upon the logic of
neural networks, and thus on emergence from ariifiddre subset of the body: the
nervous system. It would be pointless to specdilataer on the resolution of these
guestions, or indeed on many of the details ohtleehanisms that seem to relate neural
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networks to mental phenomena; these questions taemesolved until the
neurosciences provide us with greater insight tinése aspects of the brain.

But there are features of the mechanism that seasonably well established.

In particular, the networks of neurons and synagitnections between them that make
up much of our brain are conditioned or configubgdur experience. The mechanisms
by which such networks can be conditioned to dtamvledge, beliefs, and the like are
relatively well understood at one level as a restitomputer simulations of neural
networks. Our mental states, such as beliefs, sedra underpinned at the neuronal
level by connections of varying strengths (frequesicbetween neurons and groups of
neurons. These connections tend to be strengthveinexd we have experiences that
appear to confirm the mental state, and weaken&shwie have experiences that appear
to undermine it. These neural connections, themad@epresent individual

experiences, one at a time, but a kind of weigbtedmary of them. Our experiences,
then, are a morphogenetic cause of the particolafigurations of neurons and
synapses that are the emergence base of our rstates.

It is the effects on our neural network, and themen our beliefs, of our
experiences that ‘conditions’ us to possess cent@ntal states. Such conditioning need
not be conscious — if we experience a particulétepaof stimuli repeatedly then our
brain will learn from it without any necessary coiesis intervention, as for example in
the phenomenon of subliminal learning (Freemanp200191). On the other hand, our
conscious thinking may itself provide inputs to ldarning process. This conditioning
mechanism provides the route by which ‘socialisatar analogous processes may play
a significant role in establishing our beliefs ahspositions.

On the basis of this account, we can loosely desdhe five pillars of the
emergence relation by which mental entities or prigs emerge from neural networks.
In this emergence relation (i) the parts are nesir@i) these are related by synaptic
connections which connect some pairs of neuronsiandthers, and in which the
synaptic connections can have various strengthsdfirequencies); (iii) this network
can produce a meaningful mental state becauseatlygnyg strengths of these
connections underpin our ability to think of contsegs having certain types of
relationships with other concepts; (iv) the netwookinections underpinning a given
mental state are created as a result of our exjpese and may be modified, weakened,
or strengthened by further experiences; (v) thevokd representing a given concept is

sustained over time by physiological processesrtbatl not concern us, except to say
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that such networks may fade over time and be foegadr partially forgotten, but
repeated exposure to or exercise of particular ahetdates will tend to lead to renewal
of their strength.

This picture of mental phenomena and their emergbase is admittedly
incomplete, and it is no doubt over-simplified iamy respects. However, | believe it is
sufficiently accurate to serve its purpose heren#ixe clear that a full account of
human action must recognise and seek to theomskidthogical basis of that action and
its relationship to the higher-level influencestbat action, and to show that this
relationship can potentially be theorised as anrgemee relation of mental phenomena
from our physical brains and perhaps bodies.

With this picture of mental entities and their egesrce base, we can now turn

to the question of how they contribute to the dateation of human action.

Decisions, actions, and behaviour

This is an appropriate moment to return to Davidsorfluential account of the
relationship between mental entities and the detextion of human action (Davidson,
2001). Davidson argues that mental phenomena,fajadiyi reasons can be causes of
our actions. Primary reasons for an action arigenfthe combination of a belief (e.g.
doingx will have the resuly) and an attitude (e.g. | desyg where beliefs and
attitudes are mental phenomena. And, he says ‘tAgry reason for an action is its
cause” (Davidson, 2001, p. 12). This section willleate Davidson’s argument.

Davidson himself recognises that it is necessadetd with certain criticisms of
such a view. For my purposes, the most relevatitaxfe is the argument that causes
imply causal laws, but there seems to be no reigyiarthe relation between the
reasons people hold and their actions. He hasdiated responses to this, the first
being to suggest that in any given case of actlwre will be a mixture of reasons
contributing to its causation (Davidson, 2001, ), And the second being that the
causal regularity underlying this process may extist lower level — “neurological,
chemical, or physical” (Davidson, 2001, p. 17) -enmpvhich the mental level
supervenes.

| accept the suggestion that multiple differentdes interact to cause a
particular action, which is of course in keepinghithe account of cause given in
chapter 3 above. One might also point out thatatsrs, as Bhaskar in particular has

described it, does not require exceptionless engpiregularities aanylevel, so there is
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no need to invoke lower levels in response toghisicular criticism. Welo need to
consider the lower levels, however, if we are tovpte a plausible explanation lebw
reasons could operate as caldédy main concern in this section, therefore, wil b
with the examination of the brain processes reduivemake Davidson’s mentalistic
account work. | will argue that Davidson’s accoisnncomplete but that we can
produce a modified emergentist version of it tesatansistent with what we know about

the brain.

The indirect link from reasons to actions
We must begin by asking what is meantégsonin this context. There are at

least three alternatives. The first is an afterdtaent description of what we now
believe our motivation was for the action in quastiwe could call this post-event
reasonor a rationalisation. But the verbalisation of saffer-the-event descriptions is a
separate action from the one we are attemptinggtam. Such verbalisations may
misrepresent our thinking at the time of the agtaomd since they occur after the event
to be explained they cannot be its causes. At test,are useful but fallible evidence
about our motivations at the time of the originai@n. The second alternative is what |
will call a conscious reasomThis version of the concept implies that we attedause

of a decision we made, through a process of consaonsideration of the reason in
question. The third alternative we may callierconscious reasoi his would count as
a cause of an action if there were beliefs, desaed hence reasons implicit in our
neural networks at the moment immediately precethegction — as mental entities
that we were not conscious of at the time — angeltembined to generate our action
without us being conscious of the fact. Davidsopeaps to intend the second of these
alternatives, but | will argue below that to constra viable version of the argument
requires that we explain human behaviour in tetmas combine explanations of both
the second and the third type.

The argument is most easily approached by consgléww decisions and
behaviour are related to each other over time. x@aters have shown that to take a
conscious decision and implement it takes a mininofilanquarter of a second; yet top
tennis players, for example, can react to a sereetenth of a second (Dennett, 2003, p.

238). How can this be? Dennett argues that “theisgulayer commits to a simple plan

®"| do not, however, accept Davidson’s belief thatesvenience provides an appropriate model
of how to conceive of this relationship with thevier levels (see for example, Charles, 1992, p.
275; Savellos and Yalgin, 1995, pp. 9-10).
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and then lets ‘reflexes’ execute her intentiondl @2ennett, 2003, p. 238). The ‘simple
plan’ here consists of a set of consciously-chatetegies, the precise strategy to be
adopted being conditional on what type of servecgived, and the ‘reflexes’ consist of
the ability of our brain and body not only to execpre-determined strategies but also,
when they have already been suitably trained byipus experience, to determihew

to execute them (e.g. just how high and how widentimg the racquet head)
independently of any further conscious decisiondinm@KT hus, the conscious decision
takes place at one time, and the execution ofdéeision is done non-consciously at a
later moment® There is a decisiobeforethe other player serves, but there is no
decisionbetweerthe serve and the return, only an implementatidhat previous
decision. Furthermore, the conscious decision palyially describes the behaviour to
be undertaken, leaving other details to be ‘fill€chon-consciously.

Phenomenological investigation leads to a simitarctusion. Freeman, for
example, writes that Merleau-Ponty “proposed tlséibas are not controlled by
consciousness, because experience has alreadgcdcesatinderstanding of the present,
from which action flows without need for reflectiohwareness is not essential for
intentional coping, because many of our daily axtiemerge without reflection”
(Freeman, 2000, p. 173.

Yet it is also true that our brains at least somes offer us the opportunity to
consciously review and alter our behaviour wheraveeon the point of implementing
it, as suggested by Freeman: “Brain activity pra@ugthe initiation of an intentional act
starts before the onset of awareness of an imtegnigage in that action. The subjects
also report that, after becoming aware that theyahout to act, they can abort the
action” (Freeman, 2000, p. 170). In cases like thseems that the brain activity
preceding the initiation of the action represeheshieginning of an action
implementation process, which may be driven to sertent by past decisions, but
which is potentially modifiable by a ‘last minutgdnscious review.

| suggest thaall decision making works like this: that we do makeaszious

decisions but these decisions are onlyitioirect andpartial causes of our behaviour,

%8| follow Searle here in usingonconsciouso refer to brain entities and events of a typétvh
we can never be conscious of, amtonsciouso refer to those that we are not conscious of at
the time but could be conscious of at some otheg {i.e.mentalstates of which we are not
currently conscious) (Searle, 1992, p. 155).

% Merleau-Ponty sometimes seems to come close tegsipg an emergentist view (e.g.
Merleau-Ponty, 1963, pp. 150, 184) but there is alstrong hint of conflationism in his work
which may have influenced both Giddens and Boutdieu
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in that (a) they occur a variable length of timéobe the action concerned; and (b) they
are always incomplete regarding the details ofitteon to be taken.

Let us imagine, for example, the case in whichdide ‘I'll have lunch when
I've finished this paragraph’. Clearly | could repent this as a decision based on a
conscious reasoned balancing of a number of beliedsdesires, and argue that these
reasons caused my subsequent action of ceasingtéo getting up from my chair,
walking into the kitchen, and preparing my lunclowgver, it is clear that this is an
incomplete account of the causation of this behaviBirst, some explanation is
required of how my decision at one point in timedraes activated at another, say ten
minutes later, when | come to finish the paragréyite that this is far from an
automatic process. | may, for example, become @sgobin what | am writing and go
on for several more paragraphs before | remembentagtion. Or | may find the
current paragraph impossibly difficult and decidgyive up and have lunch before |
finish it. Or | may finish the paragraph, starttgeg up for lunch, but alter my decision
at the last minute because something else now seemesimportant. Yet, if | do have
lunch at the end of the paragraph, my earlier dati® do so surely contributed
causally to that outcome. This, of course, is ehticonsistent with Bhaskar's account
of real causal powers and multiple determinati@e (shapter three): the earlier decision
has a tendency to produce a certain effect, btieffeect may be frustrated by the
effects of other causal factors.

Secondly, this decision is incomplete as a detetitn of my action because it
says nothing abouttow | will implement that decision. It is quite likeljor example,
that when | get up out of my chair | will walk thugh to the kitchen without paying the
slightest conscious attention to how | move my liegsrder to achieve this — there is no
conscious decision at all involved in this partrof behaviour. As Freeman says, “we
perform most daily activities that are clearly mienal and meaningful without being
explicitly aware of them” (Freeman, 2000, p. 23)u$, some parts of the behaviour |
have decided upon are not themselves decided @iber parts may be decided upon,
but as a result of some other decision at some tithe. Take the question of how I sit
when | eat — another part of implementing this sieai to have lunch. | may have
decided years ago to sit up straight at the tablerweating, and go on to do so without
re-making this decision.

Decisions, then, may have variable size or scoptg sense that, say, a

decision to drive to work has greater scope thard#tision to turn left at a particular
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junction on the way. This in turn has greater sdtya@ the decision to turn the steering
wheel a bit further to get round this corner susfidly (although, of course,
experienced drivers often do not make consciousides about how far to turn the
steering wheel; they delegate this to a non-conscsiill established by previous
training). Thus any single case of human behavicay represent the (full or partial)

realisation of a series of nested decisions obwarsizes or scope.

Decisions produce dispositions

It seems difficult to avoid the conclusion that oecisions, and with them the
conscious reasons that motivate them, are merplitsnamong others, into the
determination of our behaviour. Furthermore theyiaputs with variable degrees of
effect. As Barnes and Loyal have suggested, “Miighot be that all actions are chosen
but that there is a range of chosen actions fraseheadily modified to those carried
out with implacable will and determination?” (Loyatd Barnes, 2001, p. 523).
Decisions, then, do not seem to produce behavioeectt), but rather produce
dispositions to behave in a given way in the fuiareertain circumstances. Indeed, we
may be able to define a decision as an event iclwém episode of conscious reflection
(a process) leads to changes in our dispositiamstémdencies to behave in particular
ways). These dispositions then seem to be heldwaitying degrees of commitment,
through being implemented in the brain as neuraloiks, in an analogous way to
beliefs which we hold with varying degrees of cdefice.

This suggests a model of the determination of hub&draviour which fits
neatly with the Bhaskarian conception of actuakedion as the outcome of the
interplay of a variety of causal powers. Let meaespnt this analytically as a series of
steps:

() belief formation: we develop beliefs as a réstfilour experience, which are
implemented at the neural level as neural networks;

(ii) decision making: we possess the power to tltoiksciously about our plans,
and make decisions, which are co-determined causwalbur thinking powers and the
network of beliefs that they work upon;

(ii) decision storage: having made decisions, ¢hea® stored in our neural
networks as new or modified dispositions (note thate may be multiple loops back to
step (ii) before an action actually occurs, inahggihe ‘last minute’ conscious review of

some of our decisions);
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(iv) action implementation: our actions are detemwli directly and immediately
by non-conscious brain processes which use ougfbefirevious decisions, and skills
as inputs.

This same story can be told in two apparently @ahttory ways. We can tell it
with our conscious thinking ‘in charge’, on the gnals that we do consciously make
decisions about what we are going to do — thus asipimg reflexivity. Or we can tell it
with our nonconscious behaviour-determination psees ‘in charge’, on the grounds
that those decisions are merely inputs to thedetdrmination, that they can be
overridden, and that they only ever relate to pathe determination of what we do in
any single action — thus emphasising dispositig¥isile each of these stories may have
its merits for the purpose of answering differem¢stions, the most balanced story is
one in which our conscious decision-making andmmn-conscious behaviour-
determination appear as complementary and mutnaligssary components in the
causation of our actions.

Where does this leave Davidson’s account of reagsmgauses? Whether we
read it in the second or the third of the sensegyested earlier, as a conscious or a
nonconscious account of the role of reasons, mguatcsuggests that reasaras be
causes of our actions, but they are only everglatid contingent causes. Reasons co-
determine our decisions, and decisions are storedr brains as neural configurations
— dispositions — which in turn co-determine ouiat. But other factors are also
involved, and these other factors can lead to soineerr decisions not being realised.
There are therefore good reasons why there is oepeonless empirical regularity
connecting reasons and actions: like any otheratguasver, the causal powers of
reasons to motivate actions are contingent on pleeation or non-operation of other
causal powers with the capacity to co-determinedegisions and our subsequent
behaviour’’

Reasons, then, can indeed be causes, but theplsreoadetermining causes
and always operate in conjunction with a complegtbgr factors in determining our

actual behaviour. Despite our intuition that ourcats are determined immediately and

© Technically, there are yet further opportunitiesdther causal powers to co-determine our
actions. So far we have only accounted for whamight call the determination of our motor
movements. But in a sense our physical behaviselfils co-determined by further external
factors. Thus, for example, walking is a movemaat ts co-determined by (a) our motor
movements; and (b) gravity — if there was no gyawjierating, then these same motor
movements would not result in ‘walking’. But in ptee, and certainly for most sociological
purposes, we can usually abstract from this sgohgsical co-determination of our behaviour

D. Elder-Vass 167



directly by our conscious decisions, the proceswibgh our behaviour is determined
(including the ‘filling in’ of details beyond oumonscious decisions) is at least partially
NoN-conscious.

Thus, the theory of action briefly outlined herewl how it might be possible
that our actions are directly and non-conscioushtgnined by our current dispositions,
while allowing that those dispositions are themsglthe outcome of a series of past
events. Those events include (i) very recent reflas that we tend to see as directly
causally effective ‘decisions’; (ii) older refleatis that shaped our dispositions
consciously at the time but which we may now hawrgdtten; and (iii) experiences that
affected our dispositions (for example in the sublial acquisition of a habit or skill)
without us ever consciously deciding how. The redtion will look further into the
question of non-conscious influences on our behayiend relate the argument to

Bourdieu’s concept of thieabitus

Habits, skills, and habitus

What are these non-conscious causal influencesiphehaviour? There are at
least two types, which we can lalbalbitsandskills. But Bourdieu has developed a
more ambitious account of human action which restthe much broader concept of
habitus This section will begin by looking briefly at h&dand skills, then examine
Bourdieu’s approach in more detail. It will argbat habitus provides a valuable
component of the theory of action, but one thaeisously misleading unless it is
placed in the wider context of an emergentist agyp| and the theory of action

developed earlier in this chapter.

Habits and skills

Habitsare simply particular ways of doing things thattesrd to repeat without
thinking about them at the time. So, for examplaal roll out of bed the same way
every morning without really thinking about how Idoing it, or take the same cereal
box out of the same cupboard when | arrive in ibehkn for breakfast without really
thinking about what to eat, or where to find it.bita like these may or may not be the
product of earlier conscious decisions. | may nefggrexample, have thought
consciously about how | get out of bed in the magnt | may just have developed a
particular technique by a process of unthinkingl tand error. Whereas | may have

made a definite decision about what sort of caxeaht in the mornings, perhaps years
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ago, for carefully considered conscious reasorsjradeed a conscious decision about
where to keep the box. Thus, my cereal-box habyt Ibgaunconscious at the time 1 do it
but at least partly caused by conscious decisiotiza dim and distant past, although
other aspects of the way | perform it, such asathg | bend down to get the box, may
have been acquired as non-consciously as the gelydut of bed.

Skillsare ways of doing things which give rise to patc causal powers —
learned techniques enabling us to do things wedcooid otherwise do, which generally
require some effort to acquire. Like habits, skillay be consciously learned or merely
internalised as a result of past experiences adrobbtion, imitation, trial, and error.
Thus, when | lift the spoon to my mouth to eat myrning cereal, | am executing a
mundane but nevertheless skilled performance afrspontrol. No doubt once upon a
time my mother told me *hold your spoon like thasid ‘no, like this’, but it is equally
likely that | learned the finer points of spoon ttohby avoiding those movements that
left my food on the table or the floor rather thamy mouth, and/or by watching and
copying others. Perhaps a more subtle but signifiegample is provided by the
acquisition of social skills. An example is the stien of how close one stands to other
people. There are no formal rules about how clogeshiould stand to other people. No
doubt there are books that will advise you on ¢fuisstion, but most of us learn what is
appropriate by observation, imitation, trial, amcbe We come to learn what is
considered an appropriate distance in various gtste our own particular culture by
doing what other people do, and by tacitly noticiviten others react to what they
consider inappropriate distancing on our part.

Now, although there may be moments of both conscaareness and
conscious decision-making involved in the acquisitof skills and habits, we do not
think consciously about them on each occasionvieatnact them. Until | started
writing this section, for example, | doubt wheth&ad thought about how | use my
spoon in the last decade. For all practical purpose can regard these as non-

conscious inputs to the determination of our behavi

Bourdieu’s concept of théaabitus

A number of social theorists and philosophers hagegnised the significance

of habits and/or skill§* In an important extension of this argument, Boemdias

" Margaret Archer, for example, talksehbodied knowledgéa ‘knowing how’ when doing,
rather than a ‘knowing that’ in thought” (ArcheQ@a, p. 162), although she argues that its
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centred his influential account of human socialdsebur on the concept diabitus
Habitus, for Bourdieu, is the set of dispositiomsulcated in each of us by the
conditioning that follows from our social environme

The conditionings associated with a particularslafsconditions of existence
producehabitus systems of durable, transposable dispositionsstsired structures
predisposed to function as structuring structutes, is, as principles which generate
and organize practices and representations thaieabjectively adapted to their
outcomes without presupposing a conscious aimirgas$ or an express mastery of
the operations necessary in order to attain themur@eu, 1990b, p. 53).

The conditioning that follows automatically frometbpportunities and
necessities inherent in our social position, hei@sgtends to “generate dispositions
objectively compatible with these conditions anéisense pre-adapted to their
demands” (Bourdieu, 1990b, p. 54). This is an ¢ffeat is particularly powerful in
early life, generating a durable attitude to theld/that motivates us to see the world in
the terms dictated to us by our early social posjtand to behave in the ways more or
less mandated to us by that position (Bourdieuph9g. 53). Since all those who share
a given social position are exposed to the samertyoities and necessities, they tend
to develop a similar habitus, hence their sociatpces tend “to be objectively
harmonized without any calculation or consciousm&fice to a norm and mutually
adjusted in the absence of any direct interactrpa @ortiori, explicit co-ordination”
(Bourdieu, 1990b, pp. 58-9).

Thus, the habitus, produced by social conditioniaggs to encourage us to
behave in ways that reproduce the existing practoel hence structure of society. This
conditioning is so effective that the dispositidingenerates are below consciousness,
and in some cases embedded in the most physical wayhich we use our body,
becoming “embodied history, internalized as a sdaw@ture and so forgotten as
history” (Bourdieu, 1990b, p. 567.Not only do theyexistbelow consciousness,
though, Bourdieu also clearly suggests that thyggratebelow consciousness. The
Logic of Practicehe tells us “Thénabitusis a spontaneity without consciousness or
will” (Bourdieu, 1990b, p. 56). And iDistinctior

The schemes of the habitus, the primary formsaxsification, owe their specific
efficacy to the fact that they function below tkeedl of consciousness and language,
beyond the reach of introspective scrutiny or aariiy the will. Orienting practices
practically, they embed what some would mistakealyvaluesin the most

role is confined to our dealings with the naturakld. Archer, Bourdieu, and Giddens may all
have been influenced by Merleau-Ponty in theirtinegat of embodiment.

2 There is a fascinating echo here of Durkheim (Bafk, 1964 [1901], p. 6).
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automatic gestures or the apparently most insicaniti techniques of the body —
ways of walking or blowing one’s nose, ways of e@tor talking (Bourdieu, 1984, p.
466).

This is an enormously powerful account of the wagmast moulds certain
aspects of our behaviour. Thompson illustrateswitis Bourdieu’s explanation of
accents:

The linguistic habitus is also inscribed in the YpadA particular accent, for instance,
is the product of a certain way of moving the tomghe lips, etc.: it is an aspect of
what Bourdieu calls, following Pierre Guiraud, anticulatory style’. The fact that
different groups and classes have different acceritsations and ways of speaking
is a manifestation, at the level of language, efdtcially structured character of the
habitus (Thompson, 1992, p. 17).

This disposition to form our mouths into certaimgés, and thus produce a
certain accent, when we speak is one that is giynerther consciously learned nor
consciously considered when we speak yet it temdsflect our social origins. This is
an example of what Freeman calls “classical conwiitig of behaviour, by which we
can learn without being aware of the process aaatitcome or being able to recall
them” (Freeman, 2000, p. 191).

The primary difficulty with Bourdieu’s habitus apgre when it is seen as an
explanation of all, or a large proportion, of huniehaviour. Many of our dispositions,
for example, seem to bearnedquite consciously via explicit verbal instructioather
than being absorbed and embodied sub-consciouslydi2u, however, could
presumably accept this modification of the argunvemte still maintaining that such
learning becomes embodied, internalized, and enaesforgotten — as happens when
we learn a new sport, for example. This would Bdive us with a habitus of
dispositions that derived largely from the oppoities and necessities inherent in our
social position, and able to operate sub-consgiouslour subsequent behaviour.

A similar but more serious objection can be madi¢osuggestion that the
operationof habitus is sub-conscious. A number of authasgetrriticised Bourdieu for
his apparent denial of conscious or deliberativst@tegic decision making in the
determination of human behaviour, in marked cobhtasost theorists of agency. In
their view, habitus becomes nothing more than aegor belt for the determination of
human behaviour by social forces. King lists n@ lgsn eight authors who have
interpreted Bourdieu in this way (King, 2000, p8#tand Wacquant lists another three
(Wacquant, 1993, p. 238). However, as Wacquantipout, there are many authors
who see another side to habitus (Wacquant, 1928§). Brubaker and Bouveresse

both suggest that Bourdieu positions habitus agxpénation for a certain class of
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actions, rather than as the single principle oéetlons, and thus as operating alongside
other principles, such as rational calculationarstious norm-observance, which
explain other classes of actions (Bouveresse, 18955; Brubaker, 1993, p. 214).

Furthermore, Bourdieu stresses that the habitel dees not operate in as
deterministic a way as some authors suppose. ticplar, he argues that what the
habitus produces is not automatically determinebs, but what has been called a
“capacity for constant improvisation” (Postone let 993, p. 4). He strenuously resists
the labelling of his work as undermining this capac

It is easy to see how absurd is the cataloguinghvigads people to subsume under
structuralism, which destroys the subject, a bddyark which has been guided by
the desire to reintroduce the agent’s practicephtger capacity for invention and
improvisation ... | wanted to emphasise that tbisative’, active, inventive capacity
was not that of a transcendental subject in thalisteradition, but that of an acting
agent (Bourdieu, 1990a, p. 13)

Part of the reason for this divergence of opiniam®ng commentators,
however, seems to be that “it is not cleawdispositions produce practices” (Jenkins,
2002, p. 79) and thus “it is difficult to know wieeto place conscious deliberation and
awareness in Bourdieu’s scheme of things” (Jen&@62, p. 77). In the absence of a
clear explanation of how dispositions produce jcast it is understandable that there is
confusion about the apparent conflict between Beurd stress on the subconscious
operation of habitus and his insistence that iraj@s through active, creative, invention

and improvisatior{>

Archer vs. Bourdieu

Bourdieu, then, despite his insistence on the itiverand creative capacity of
the habitus, seems less than decisively committedlawing a role for conscious
deliberation in the determination of action. By trast, Archer’s account of human

action places conscious reflexive deliberatiorisaheart.

Archer and reflexivity
For Archer, reflexivity is a power which human bgsrpossess: it is the ability

to monitor ourselves in relation to our circums&sArcher, 2003, pp. 9, 14). Itis
exercised through a process of conscratfiexive deliberationsluring which we

" Thus the divergent views on habitus aegjust a product of the inappropriate imposition of
categories derived from Anglo-American sociologyBourdieu’s work, as Wacquant suggests
(Wacquant, 1993).
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conduct internal conversations with ourselves abouelves (Archer, 2003, p. 25) —
our situation, our behaviour, our values, our agmns. The inner conversation “is a
ceaseless discussion about the satisfaction aflonrate concerns and a monitoring of
the self and its commitments” (Archer, 2000a, [5)19

Such reflexivity, she argues, is a “mature abiléyid a precursor to the
development of @ersonal identityand asocial identity These senses of who we are
depend upon us delineating what we care about @téfilsing one’s personal identity)
and relating it to our social context to developjgcts that are based upon our ultimate
concerns and which we use to guide the conductiolivees (thus defining our social
identity) (Archer, 2000a, pp. 9-10, 219). And farchAer reflexivity is specifically a
causalpower (Archer, 2003, p. 9). Thus in our reflexdadiberations we come to
conclusions that affect our behaviour in the somaild.

There is a strongly humanistic element to Archetress on the conscious
nature of our reflexive deliberations and the opyaty that they present us to make
decisions for ourselves about how we will conduatlives. This is not, however, at the
expense of social influences on human behaviowshasays, “we do not make our
personal identities under the circumstances obaur choosing. Our placement in
society rebounds upon us, affecting the personsegeme, but also and more
forcefully influencing the social identities whige can achieve” (Archer, 2000a, p.
10). And indeed Archer has devoted two volumeshtwmsng that social structures and
cultural systems have causal powers in their ogtjArcher, 1995; Archer, 1996a).
At the same time, she rejects the implication tmegt's social position fully determines
one’s subjectivity or behaviour, pointing out (a@nBourdieu) that these develop in
very diverse ways amongst people with the samekbackground (Archer, 2003, p.
348).

What is critical for Archer, as for me, in thes&at®nships is that we continue
to recognise that human beings, social structawes cultural entities each have their
own distinct existences and influences on sociadaues. None of these types of entity
can be eliminated from the explanation of soci@rts, nor conflated with each other in
such explanations. In accordance with this ontgldggher rejects views of human
action that deny causal power to individual humems their reflexivity. Thus she
criticises those who argue that human action caexptained without recognition of the
causal powers of human beings as such — whethaubethey substitute the powers of

our biological parts for the powers of the wholertan being (e.g. neural reductionists)
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or because they substitute social forces for theem @ccounts of human action as
socially-determined discourse) (Archer, 2003, fp14)/* And she criticises the view
that human agency and social structure can beatedflwhich she perceives most
clearly in Giddens’ structuration theory (Arche®8P) but also in the work of Bourdieu
himself (Archer, 2003, pp. 11-12).

Archer and Bourdieu are therefore opposed at twtindt levels: in terms of
both their theoretical and their ontological viesidiuman agency. At the theoretical
level, the conflict turns on the extent to whichmfan beings influence their own
destiny. While Archer rejects “contemporary sotiedory that seeks to diminish human
properties and powers” (Archer, 2000a, back coBegrdieu sees human action as
driven by a socially-derived habitus that provitiespontaneity without consciousness
or will” (Bourdieu, 1990b, p. 56). At the ontologidevel, the question turns on
whether social structure can be seen as distiagt fruman beings or whether the two

are mutually constitutive.

Ontological conflation in Bourdieu

Archer discusses the ontological differences usiegexample of how Bourdieu
might see one of her research subjects (‘Grahampgrkaps making some conscious
choices, but, “largely unaware that his horizongehaeen socially reduced” as a
consequence of social conditioning (Archer, 2003,1). For Archer, the problem with
this position is that

there never comes a point at which it is possibldigentangle Graham'’s personal
caution (a subjective property of a person) fromaharacteristics of his context
(objective properties of society)... All that is @art is that he does not have the last
word about himself, his intentions or actions. Efiere, it becomes impossible that
Graham can deliberate upon his circumstances gacsuib object, because these are
now inseparable for ‘GrahanfArcher, 2003, p. 12)

This is an example of the more general ontologecadr of conflationism, which
“rests upon conceptualising ‘structures’ and ‘ageas ontologically inseparable
because each enters into the other’s constitutiher, 2003, p. 1)

Thus Archer sees the divergence between Bourdig¢hharself as primarily
ontological, mirroring precisely her critique ofddiens’ structuration theory (see
chapter five above, and Archer, 1982; Archer, 12854). By comparison with both
Archer and Giddens, however, Bourdieu is ratheueagbout the ontological

relationship between structure and agency. Liké,dw clearly rejects both

" The next chapter discusses these forms of redhigtinin more detail.

D. Elder-Vass 174



methodological individualism (in the form of Sattreubjectivism) and methodological
collectivism (in the structuralism of Levi-Strawsmsd Althusser), and seeks to find a
middle way that can accommodate some featurestbf(Bourdieu, 1990a, pp. 9-13).
But does he take the conflationist or the emergeraute between these two? Strong
support for the accusation of conflationism caridumd in Bourdieu’s description of
habitus as “systems of durable, transposable dispuos structured structures
predisposed to function as structuring structutes, is, as principles which generate
and organize practices and representations” (Beurdi990b, p. 53). Dispositions are
features of human individuals, so here he seerhe &quating structure with internal
human properties in much the same way that Giddguates structure with rules
(Giddens, 1984, pp. 17-25).

This seems to fit Archer’s characterisation of ¢tamdénism (cited above), with
agency and structures each entering into the ¢otisti of the other. On the one hand,
agents and their knowledge are constitutive ofcttines:

To speak of habitus is to include in the objectkhewledge which the agents, who
are part of the object, have of the object, andctmribution this knowledge makes
to the reality of the object. But it is not onlyratter of putting back into the real
world that one is endeavouring to know, a knowledigghe real world that
contributes to its reality (and also to the fortcexerts). It means conferring on this
knowledge a genuinely constitutive power, the yawer it is denied when, in the
name of an objectivist conception of objectivitpe makes common knowledge or
theoretical knowledge a mere reflection of the veadld (Bourdieu, 1984, p. 467).

And on the other, structures are constitutive @

Overriding the spurious opposition between thedsriascribed in an earlier state of
the system, outside the body, and internal forcssg instantaneously as
motivations springing from free will, the interrdibpositions — the internalization of
externality — enable the external forces to exwtriselves, but in accordance with
the specific logic of the organisms in which theg mcorporated (Bourdieu, 1990Db,
pp. 54-5).

If both of these claims are maintained, then difcult to see how agents can
be distinguished from structure and vice-versa. el@w, | suggest, Bourdieu’s position
can be made compatible with an emergentist ontolagysome relatively subtle
changes that leave Hiseoreticalagenda intact.

To begin with, we need not alter the claim thatragere constitutive of
structures. Indeed, the emergence relationshiprisazned precisely with the question
of how parts interact to generate wholes with emetrgroperties. Thus it is perfectly
compatible with an emergentist ontology to argue gtructures (‘the object’) are made

up of agents, thereby inherently including in ttrecture the knowledge that agents
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have of the structure by virtue of including theais as its parts and thus their
knowledge as properties of these parts. This kndgddras a central role to play in the
interplay of structure and agency which perpetuttasstructure. It is therefore
perfectly compatible with the emergentist positiorsee this knowledge as constitutive
of structure.

The second claim, however, brings us to the héaheoontological

disagreement, with the phrase “the internalizatibexternality”.

The internalization of externality

On a metaphorical reading ioternalization the second claim is entirely
compatible with an emergentist ontology; on aditeeading, it is entirely
incompatible. Let me begin with the metaphoricaldiag. In this sense, when we
‘internalize’ something, our beliefs about the wioake affected by our experience in
such a way that we accept a belief about that tashg fact. Thus, for example, we may
internalize a sense of inferiority as a resultehly persistently treated as though we are
inferior by people around us. Metaphorically, weyrsay that we have internalized our
inferiority, but literally, what we mean is that wwave acquired thigeliefthat we are
inferior. Now in this sense afiternalization Bourdieu’s passage above means that our
beliefs about the world, or our dispositions tovgaagdting in it, are affected by our
experiences of social structures, and as a consegukose social structures have an
effect on our behaviour. These beliefs and disjprstare not to be equated with social
structure, nor to substitute for the notion of stidct social structure, but to be seen as
features of the human beings who are parts oftthetare. This does indeed overcome
a “spurious opposition between the forces inscribezh earlier state of the system,
outside the body, and internal forces arising mstaeously as motivations springing
from free will” since it helps to make clear theechanism through which the external
forces causally affect the internal ones. Here,dkternal forces’ do not disappear into
the body but their effectiveness derives in pamfia process that depends upon their
effects on the body.

Unfortunately the literal sense ioternalizationleads to a very different
interpretation of Bourdieu’s argument, and it isthense that is encouraged by the
description of habitus as “structured structuresifposed to function as structuring
structures”. In this sense, when imgernalizesomething it becomes literally part of us.
In this sense, habitus is not merely a set of digjpms that has been causally
influenced by our experiences of social structlstead habitus literallig structure,
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internalized into our bodies — a view that closelfects Giddens’ conception of
structure, which | criticised in chapter five. Aod this reading, Bourdieu is not simply
rejecting a spurious opposition between externdliaternal forces, but also denying
the real distinction between external and intefoades. Now, beliefs and dispositions
are no longer properties of human beings who atindt from social structures; rather
they represent an ontological penetration of tiévidual by the social structure. On
this reading, structures realye parts of people. If this is what Bourdieu intenitien
his position is indeed conflationist. Such a vieéawever, is not only incompatible with
an emergentist ontology; it is also a clear ontialgerror, in that it fails to distinguish
between a thing and its causal consequences. frolbespecific, it fails to distinguish
between a social structure and the consequenkas for our mental states. This is the
same species of error as the claim that a chikdrgaa zoo has animals in their head,
rather than thoughts or belieiboutthe animals they have seen.

Distinguishing which of these readings Bourdiedlygaatends is not easy. He
does not seem to have considered emergence ana@lhe pays little attention to the
ontological niceties required to distinguish an syeatist from a conflationist
perspective, and so his account is open to a yasfatntological interpretations. At the
ontological level, then, | suggest there is scapadconciling Archer and Bourdieu
through an emergentist reading of Bourdieu’s omgpl@&nd as | have argued both
above and in chapter five, the conflationist altine is untenable. Hence Bourdieu’s
ontology is only viable if we give it an emergentigterpretation, whatever his own

intentions were.

The theoretical tension between Archer and Bourdieu

Ontology, however, is not entirely independenthafary; this strategy will
therefore only work if Bourdieu’theoreticalposition is compatible with such a
reading. And of course we must still consider theosid apparent conflict between
Archer and Bourdieu: their differing perspectivestbe theoretical relationship of
human causal powers to human action. The theoagtadn outlined earlier in this
chapter provides the basis for resolving both eséhquestions.

Before examining my proposed resolution, we musfflgrconsider the most
obvious way of resolving the theoretical conflidhe argument that some actions are
reflexively determined and others are determinethbyhabitus, so that both Archer’s

and Bourdieu’s theories are right, but about ddferactions. Thus, for example, | might
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exercise my reflexivity in deciding how to vote thne driven by my habitus in the
degree of deference | display towards the offidialthe polling station.

In a sense, both authors allow space for just augading of their argument.
Bourdieu, for example, writes “if one fails to reguze any form of action other than
rational action or mechanical reaction, it is imgbke to understand the logic of all the
actions that are reasonable without being the ptoofua reasoned design” (Bourdieu,
1990b, p. 50), which seems to suggest that he ectlegisomeactions are indeed the
product of reasoned desi§hAnd Archer suggests that personal identity, wisieems
to be a corequisite of reflexive deliberation “canualy at maturity but it is not attained
by all” (Archer, 20004, p. 10). Hence at any ongetsome people will not yet have
become reflexive, and others will never do so ~ileathem, it would seem, in the grip
of their habitus. On this reading Bourdieu’s itesnee on the role of the habitus, and
Archer’s insistence on the role of reflexivity da@ seen as logically compatible, with
their different emphases reflecting either a desirgtress the importance of their own
theoretical perspective; or an implicit argumenttbwhat proportion of our actions fits
into each category.

This chapter will argue, however, that there israrnger way to reconcile these
two theoretical perspectives. The heart of the et will be that many and perhaps
most of our actions are co-determinedoloyh our habitus and our reflexive
deliberations; and that despite the apparentlylimbiniy implications of these two
perspectives for our sense of our ability to chamseactions, they in fact represent two
complementary moments of one and the same prdgde&se we turn to this theoretical
disagreement, however, it will be useful to addtassnternal tensions in Bourdieu’s

view of the habitus.

Resolving the tensions in Bourdieu'siabitus

The primary tension | have identified within Bowdis account is that between
his stress on the subconscious operation of thitusadnd his insistence that the habitus
operates through active, creative, invention angravisation. The route to resolving
this tension is provided by the theory of actionaleped earlier in this chapter, and the

emergence relation it describes between the manththe neural.

> Bouveresse reads him in this way: (Bouveresse,19949). And Bohman argues the case
for explaining some social phenomena in terms bftha but not others (Bohman, 1999, p.
132-3).
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Finding a place for consciousness

In particular, my argument that our actions aresediby the dispositions stored
in our neural networks as a result of past decssard experiences maps closely onto
the claim that our practices are caused non-couaslgidy our habitus, although
Bourdieu sees this in somatic rather than spedificeural terms. At the same time, the
role | allow to decision-making in amending this skdispositions provides the
mechanism by which the operation of our disposgican be inventive and
improvisational — not directly, in the action-impientation phase, but indirectly, in the
decision-taking phase of the process, which canmked up to the very last moment,
perhaps for example when the set of existing difipas does not provide decisive
guidance to the brain on how to implement a giveioa. This process of interaction
between an emergent mental layer invoked in thege®of decision-making and the
underlying neural layer which translates our diggpmss into actual behaviour provides
a clear account of how dispositions can indeedyregractices while leaving space
for conscious decision making.

Just as importantly, this account shows how ibissible that some parts of our
actions can be determined more or less unconsygiadsle others are determined as a
consequence of conscious, and perhaps rationasjaeenaking. Where the translation
into behaviour of a disposition that has been embddn our neural network is
unproblematic — such as the usual way in which vegpe our mouth to speak, and thus
of course the accent that we produce — then theepsoof action implementation can
proceed with no reference to the conscious levalisTwe can often “react
appropriately to situations instantly, without eeflion” (Sayer, 2005, p. 951). But
where this translatiors problematic — say, when we need to decide whichteaurn
en routeto a place we have never visited before — therconsciousness must be
invoked to provide a conscious decision which walinplete the set of dispositions
required to determine the action to be implemented.

It is, however, typically different aspects of s@me behaviour that need to be
explained in these two different ways, as opposezhtirely distinct actions. Say, for
example, | need to reply to a difficult questiomdoing so, | may reproduce an accent
by shaping my mouth in ways that | implement ehtivéthout conscious thought, but
in the very same speech act | may express an it&d wmust carefully think through

in a conscious decision-making process. Even tipéeimentation of a conscious
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decision into the form of a socially competent parfance is thus achieved as a matter
of routine.

We can relate this back to the voting example thiced earlier: it is not that the
act of voting is consciously reflexive while the a€ speaking to the polling official is
driven by habitus. Rather, some aspectsatii actions are driven by conscious
decisions taken in the very recent past, wherdes @ispects of the same actions are
driven unconsciously from our accumulated set spdsitions — our habitus.

Although this account of action is therefore cotggiswith many aspects of
Bourdieu’s habitus, it provides an explicit role tmnscious input to our dispositions
that Bourdieu largely neglects. As | have arguealvabthere is an important role for
conscious learningn the construction of our habitus. To be toldattk not for the likes
of us” (Bourdieu, 1984, p. 471), for example, magply affect our habitus but it does
so through a conscious process. Aondscious decision-makintpo, plays a key role in
my account because it alters our set of dispostion

Of course, that decision-making itself is alwayawly influenced by our
existing set of dispositions. As Thompson has puUTb view action as the outcome of
conscious calculation... is to neglect the fact thgtyirtue of the habitus, individuals
arealready predisposetb act in certain ways, pursue certain goals, avesain tastes,
and so on” (Thompson, 1992, pp. 16-17). Thus dacisiaking is never independent of
the habitus, of our existing set of dispositionst Bdoes provide a mechanism for the
amendment of our dispositions, most obviously sposse to new situations which are
not congruent with our previous experience. Fongda, when we adopt a new role,
we may have to think carefully abdudwto perform it, and this may be guided not
only by the dispositions arising from our previ@egial positions, but also by
consciously absorbed new information, such asunogtm from a supervisor, or
information from a book. Thus, we cannot accouly fior our dispositions without
taking into account the role of both consciousreay and conscious decision making
in their determination.

On the one hand, then, we need to recognise thefalecision making in
contributing to our dispositions; and on the othex,need to recognise the essential role
played by unconscious dispositions in the implergon of decision making and also
as influential inputs to the making of those dexisi Thus we have what Bourdieu has
called “a permanent dialectic between an organizongciousness and automatic

behaviours” (Bourdieu, 1990b, p. 80). Although Véglaced more emphasis on the
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role of the conscious in this dialectic than Boatglil suggest that my account here is

essentially consistent with his apparent intentions

The durability of the habitus

Nevertheless, this account of human action isistiénsion with Bourdieu’s on
at least one more count: his claim that the halstasirable, “ingrained in the body in
such a way that they endure through the life hystdthe individual” (Thompson,
1992, p. 13). On my account, our dispositions daarly develop substantially over
time. Even the most deeply embodied of our dismostcan be altered. We may
consciously choose to alter our accent, for exanijplge move into new circumstances
where people find us hard to understand, or wheréeel out of placé® The tension
here is between the idea that the habitus corsisté our dispositions, and the idea that
the habitus endures unchanged throughout an indiVallife. Only one of these ideas
can be definitional to the habitus, since we arestamtly altering our dispositions. The
habitus careitherbe defined as the set of all our dispositionsylch case it is not
entirely durablepr it can be defined as the set of our durable dispas, in which case
it is clearly only going to be a subset of our dsifions. It would seem more consistent,
with Bourdieu’s intention and with the theory otiaa outlined here, to regard the
habitus asll of our dispositions.

Where does this leave Bourdieu’s claim that thathalis durable? | suggest
that we can still maintain a version of this claimof as definitional to the habitus, but as
an empirical claim about certain aspects of thethaln certain situations. Thus, while
accepting that certain of our dispositions are geable, and others are developed as
short-term responses to particular situations, ftassible to argue that the social
conditions that frame our dispositions are suchahamportant subset of our
dispositions are determined relatively durably by early experiences arising from our
social position. This also leaves open the postitiiiat the habitus of certain groups of
people in certain socio-historical situations aenstable and more durable than those
of others. It is tempting to argue, for examplatthabitus were far more stable in the
feudal period than they are in the richest cousittoelay given the vastly different rates
of social change (and thus of changes in the spositions of individuals over their

lifetimes) between these two types of society (Bau, 1990a, pp. 73-4).

® Thus Archer is correct to criticise Bourdieu farpaying bodily skills as ‘beyond the grasp
of consciousness’ (Archer, 2000a, p. 166).
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The tensions within Bourdieu’s account of habithgn, with some relatively
subtle amendments and qualifications to that adgowsuld seem to be resolved by
integrating that account with the theory of actil@veloped in this chapter. By showing
how action can be the product of our dispositiovis|e also providing a place for
creative conscious decision-making in the detertranaf these dispositions, | believe
the account above resolves the apparent contralibgtween elements of voluntarism
and determinism that many thinkers have wrestled iwiBourdieu’s thought.
Ultimately, this resolution rests upon the recaognit- and theorisation — of the
emergent relation between our mental states arakpses on the one hand, and our
neural states and processes on the other. By gl&udardieu’s theory within the
emergentist framework, therefore, it is possiblentvease both its internal coherence
and its potential as a theofyAnd the converse is also true: the demonstratiahthe
theory of action developed in this chapter is cetesit with a plausible and coherent
interpretation of Bourdieu’s habitus both lendsddoéity to the theory and also fleshes

it out with Bourdieu’s extremely powerful set ofiging theoretical tools.

Reconciling Archer and Bourdieu

It should already be clear that in resolving thesiens in Bourdieu’s thought,
the previous section has also opened the way tmeding his theory of the habitus
with Archer’s account of reflexivity. It is preciyeby showing how reflexive
deliberation can enter into the same process a@radetermination as the habitus that
the previous section reconciled conflicting intetations of the habitus. The same
argument allows us to position both Bourdieu’s wankl Archer’s within a fuller
account of human action. The purpose of this sed¢ti®o show how Archer’s

contribution can be brought into the synthesis.

The effect of reflexivity on dispositions

The starting point here is the recognition thatare constantly presented with

opportunities for reflexive review of our beliefsdaintentions, which have an effect on

"In an alternative attempt to reconcile the habitita emergentism. Lau has argued that
habitus is itself emergent (Lau, 2004, p. 370klidve this is an error. A habitus is a collection
of dispositions, each of which has a causal impaits own (whether as an emergent property
or an emergent entity), but | do not believe thathabitus has any causal powers of its own
beyond those of the dispositions themselves. Higliga heap (or perhaps just a somewhat
arbitrary collection of properties) and not an egeat entity, although it serves a useful
theoretical purpose as an abstraction.

D. Elder-Vass 182



our actions via altering our dispositions. Conssiaeflexive deliberation therefore
plays a role in influencing the dispositions thaturn largely determine our actions.

In practice this means that when we act, some &spéour actions may be
determined with little or no conscious input — sashthe way our mouth movements
form our accent when we speak — while others aomgly influenced by recent
reflection. The extent to which reflection affeots actions is, however, left open by
this theory. It seems likely that this extent ighly variable, across a number of
dimensions. Let us consider three of these. Rhistsame individual may be highly
reflexive with regard to some aspects of their veha, but strongly driven by their
social conditioning with regard to others. Consjder example, the radical male
political activist who is highly reflexive in higsponse to globalization, war, or
capitalism, yet uncritically reproduces the attéscdnd behaviours towards women
acquired from the culture of his upbringing. Secandividuals from different
backgrounds may display a different balance oexgfle and unreflexive action — which
is, of course, a key part of Bourdieu’s argumestieh thabn averagandividuals from
an intellectual background, for example, may beentprestioning of their dispositions
than those from a working class backgro(fhdnd thirdly, as noted above, different
societies in different historical periods may shoarked differences in the degree of
reflexivity demonstrated by their members; thus,eample feudal societies probably
discouraged any sort of challenging of the habisgreas contemporary post-
industrial societies positively demand it, withitr@nstantly changing environments
constantly disrupting the assumptions of the hab&nd with education systems that
must increasingly prepare children to be flexiblédaiter life (cf. Bourdieu, 1990a, pp.
73-4).

If these speculations are valid, the contributibre@lexivity to the causation of
human action varies by individual, by social clasg] by historical context. Hence we
need to theorise the ways in which reflexivity deps and operates, as well as
theorising the less reflexive aspects of the dgaraknt and operation of the habitus. We
need a theory of reflexivity to complement Bourdselheory of the habitus, and
Archer'sBeing Humarand the fascinating empirical work 8tructure, Agency, and the
Internal Conversatiomffer a substantial contribution to just such eatty (Archer,
2000a; Archer, 2003).

8 Even if this is true as a generalisation, of ceptisere are many individuals who are
exceptions.
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The effect of the social on dispositions

Once again, however, some reinterpretation of theraent will be required.
Archer’s analysis of the acquisition of personal ancial identity is a compelling story
about the development of reflexivity, but it istaryg that neglects the role of the
habitus. Archer certainly argues that social stmectioes affect human action, but she
does not see its effects being channelled throughlispositions. Thus, for example,
she argues that “we do not make our personal iiestinder the circumstances of our
own choosing. Our placement in society rebounds wp affecting the persons we
become, but also and more forcefully influencing slocial identities which we can
achieve” (Archer, 2000a, p. 10). Thus both our cesiof primary concerns, and our
choices of roles and projects through which wepmansue them, are constrained by our
social context. However, Archer tends to stressettiernality of social forces, as when
she says that the individual is right to believe:

that he lives in a social world that has differpraperties and powers from his own —
ones which constrain (and enable) his actions. & aesgemporally priorto his
conceiving of a course of actiomlatively autonomouom how he takes them to
be, but carrausally influencehe achievement of his plans by frustrating them o
advancing them (Archer, 2003, p. 14, also see §4-5).

Structures are thus seen as having an influent¢lesooutcome of our plans
rather than on our subjectivity itself. The reaappears to be her desire to retain the
human individual as an independent actor in theim dght:

Our reflexive deliberations are held to be the psses through which we agents
selectively mediate structural and cultural praperand also creatively contribute to
their transformation. Therefore to rob agency sfitst-person powers, by
accrediting them to third parties, is to cut banklve causal powers which make
each and every agent an active contributor to boepaoduction or transformation.
Agency needs to be granted autonomous propertiesiar to play this role. To
eliminate their first-person perspective on themsedeprives them of this
autonomy by discrediting their powers and explartilem away as the results of
childhood influences, society’s discourse or bstates (Archer, 2003, pp. 38-9).

Like Archer, | strongly believe that we cannot ehate the first-person
perspective, nor the causal powers of human indalg] from the explanation of human
action. But | believe we can retain these withaertydng the impact of the social world
on human subjectivity, and without denying the mi®ur biological parts in
underpinning our behaviour. | argue, in short, thatcan explain the powers of human
individuals without explaining them away.

Thus we can accept that some day we may be abbgtain the neurological

underpinnings of human behaviour without this dmgineurological reductionism. To
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say that we might be able to identify the neurdvoek that has a particular disposition
as an emergent property, for example, is not talsatyour behaviour is determined by
our neurons. We cannot explain human behawpouelyin terms of the causal powers
of our biological parts. Those parts can not predmer human causal powers unless
they are combined in the particular set of strudtreglations that constitutes them into a
human being. It is as whole human beings that we Ha capacity to decide, to act,
and to affect the social world.

Similarly, to say that our social background angeziences influence our
dispositions is not to cede all causal power tosthial level at the expense of the
individual. Our dispositions may sometimes be hgaamnd unconsciously affected by
social factors, but none of us is ever completelhh@ mercy of our habitus. We all have
the capability of reflecting critically upon ourlteds, though that capability may be
more strongly developed in some people than otl@ars habitus at any one time is not
the unmediated product of social structures, bairésult of a lifetime of critical
reflection upon our experiences, including our egrees of those structures. To
accept that social conditioning affects our bejidien, is quite different from believing
that social structures determine our behaviourcdise, they have an influence on our
behaviour, and this influence operates in partughothe causal impact they have on
our beliefs, but they do ndeterminethose beliefs. Thus the human individual remains
the prime mover of human action, even if we actlegit social conditioning plays a
crucial part in forming our dispositions.

Once this is accepted, then Archer’s account ofltheelopment of personal
identity and social identity can be seen as anmemgi about the extent to which we are
able to modify our habitus. As we develop a perbmi@ntity, we become more able to
evaluate our concerns — to become reflexive —amdadify our dispositions as a
consequence. Indeed, developing projects is pigdlss — an example of the process
of modifying our dispositions for future action. fleivity thus becomes a critical
attitude towards the dispositions we have acqun@d our past, as well as towards the
contemporary social situation that we face.

With these re-interpretations, then, Archer’s actaf reflexivity can be
integrated with the theory of action outlined irsthaper and thus with a similarly
reinterpreted version of Bourdieu’s account oftieitus. The resulting synthesis, |

argue, provides us with a powerful and coherenv@aacof human action.

D. Elder-Vass 185



Conclusion

This chapter has done more than placing a reirgggg@rhabitus within the
emergentist ontology; it has also placed it withispecific theory of action and thus
stepped beyond the realm of social ontology araltimat of social theory. But, as |
argued in chapter one, this is entirely consisigtit the ontological thrust of this thesis.
As metatheory, a generic emergentist ontology caytake us so far in its own right
towards understanding the relations between let@lgo beyond a certain point, level-
specific theory is also required. But the two (#meergentist framework and the level-
specific theory) play complementary roles, and impossible to show how the
emergentist framework can apply to particular lsweithout developing at least the
skeleton of some level-specific theory. Thus theettgpment — and/or appropriation —
of a certain amount of level-specific theory issogpable if this thesis is to achieve its
objective of showing how emergence applies to $stiacture and agency.

From Archer, this theory takes both her ontologinaistence on the distinct
existence of uniquely human causal powers andheer¢tical insistence on the need to
take account of conscious reflexive deliberatiothmexplanation of human action. It is
thus able to draw on her account of the developmiepérsonal and social identity to
expand and consolidate its account of reflexivByt her account must also be
modified, most particularly to allow for the roléacquired dispositions in causing our
behaviour, and the effect of social context on ¢hdispositions.

From Bourdieu, the theory takes his penetratingremation of the construction
and operation of the habitus, and his recognitiah our socially-influenced beliefs
contribute to our reproduction of social structuBat his account too must be revised.
Ontologically, it must be clarified by recognisitigat social structures are not literally
internalized by individuals, but only metaphorigathrough the influence they have on
our subjectivity. Theoretically, it must be moddito show how we, as reflexive beings,
are sometimes able to critically evaluate and thadify our dispositions in the light of
our experience, our reasoning capacities, and @uevcommitments.

The outcome is a view of human action as “a permiagi@lectic between an
organizing consciousness and automatic behavigBirdieu, 1990b, p. 80). While
this chapter has only been able to present a $kegtth of the resulting theory of action,
| suggest that this synthesis overcomes the imbataand tensions that can be found in
earlier accounts. This arises, | believe, fromatieption of an emergentist perspective

in which social structures, cultural systems, humnalividuals and indeed our
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biological parts are all recognised as possessilegant causal powers, and examining
how those causal powers interact in practice, rdtfen seeking to deny the causal
influence of any of these, or to conflate multijgeels into one.

In the case of agency, the emergentist approadblesnas to recognise that
human individuals themselves are emergent entititscausal powers of their own as
a consequence of the inter-relations between helogical parts. Those powers
depend upon the structure and properties of ound(and indeed our bodies as a
whole) but they cannot be reduced to an explanatioeural terms. It is only because
our neurons are organised into the complex netwibikisconstitute our brains that they
can provide the foundation for mental propertike beliefs and desires that found our
ability to make decisions. Thus, neurons cannat ticisions — only human beings
can.

But we must also balance this claim for the autopofithe human individual
with a full recognition of the interplay of biologynd society with our causal powers in
the determination of human action. The theory ¢tibacdeveloped here, and its
assimilation of Bourdieu’s habitus, shows how thteriplay of our social context with
our biological powers to form and store disposgi@amd to translate them into
behaviour plays a fundamental role in the causatfayur behaviour. Our reasons, our
dispositions, our beliefs, are all emergent praopemf the human being as a whole, but
they are emergent from a neuronal base, and smatiaks play a central part in their
morphogenetic and morphostatic histories.

The possession of agency, then, means that hunmagsbzan have a causal
impact on the world in their own right, but thisegonot mean that theirs are the only
causal powers that can influence the social wanhdt it does not mean that the actions
of human beings are not themselves caused. Soaat®are the outcome of complex
interactions between the causal powers of indiguaganisations, institutions,
natural objects, human artefacts, and symbolicsiras.

Many explanatory accounts of agency, however, deyyelements of the
emergentist account, whether by denying the caigaificance of the biological level,
the individual level, the social level, or some tane of these. Others deny the
distinctions between these levels and conflate themd others deny that human
behaviour can be causally explained at all. Thatterlaccounts of agency seem to

imply a new dualism, a humanistic dualism that eshatalism and Cartesianism in
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seeing human behaviour as causally effective, greefiow itself exempt from causal

explanation. The next chapter will criticise thesenpeting theories of agency.
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7 Agency and Cause

Agency, | argue, is nothing more nor less tharpibgsession and exercise by
human individuals of emergent causal powers of th@n — the ability to have a causal
impact on the world in their own right. Thus, foraenple, most humans have the power
to act, to speak, to communicate, to walk, to &adl, to perceive their surroundings. But
the assertion of human agency does not imply testet human causal powers are
themselves uncaused, or entirely independent dbther levels from which they
emerge. Those powers emerge from the inter-relti@tween our biological parts,
including the neurons that make up our brain. Amabsé parts and their configuration
(notably that of the neurons that provide the emecg base for our mental properties)
are not fixed biologically but develop during oifetimes as a consequence of our
interactions with the social and natural world. $hwhen we exercise our agency there
is always a biological emergence base underlyiagdta social causal history behind it.
Human agency, then, arises from an ongoing sefiegevactions between our
biological parts, our individual causal powers, and social context.

Yet almost all previous approaches to agency hawed the significance or
even validity of some part of this picture. Somerapches deny that human agency is
caused at all, and many of these seem to be medivat an attachment to the
libertarian version of the philosophical doctrirfedree will — the belief that we have
free will and that this is incompatible with ourlWiself being causally determined. As
Diana Coole has pointed out, the conception of idle though often tacit, seems to
permeate the debate on agency (Coole, 2005). Sonkers in the interpretative
tradition also suggest that the inherent meaningfs of human action makes it
impossible to explain it in causal terms. And mathers, while accepting that human
action may be caused, deny the causal significahoae or more of the social,
individual, or biological levels. This chapter ismarily intended as a defence of the
emergentist theory of agency against these vaatiamative views.

The first part of the chapter will address varigaseties of the denial of causal
influence to different levels. These are summariadegure 7.1 below, which
identifies each of these competing ontologies oham action in terms of the levels of

entity to which it ascribes causal efficacy. Thastpwill begin by considering
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methodological collectivism, then methodologicaliindualism, and finally biological
reductionism. Although conflationism also has aringpon agency, this has already
been addressed in the discussions of Giddens ptehfave and Bourdieu in chapter

six, so nothing more need be added here.

Causally effective
entities

Methodological
collectivism

Social structures

Methodological

Human individuals A ;
individualism

Central conflationism

(Lt

Biological

Biological entities reductionism

Figure 7.1 — Competing ontologies of human action

The chapter then moves on to two groups of appesaaiich deny that agency
is itself caused. The second main part of the @nayiticises libertarian approaches to
free will in theories of agency. The third respotalsarieties of the interpretative

tradition in social thought that deny the viabildiya causal approach to human action.

Holisms and reductionisms

Methodological collectivism

Methodological collectivism is represented mostm@iymas Durkheim’s view
that social facts are to be explained by otheraddacts (Durkheim, 1964 [1901], p.
110). Although Durkheim justified this using an egentist argument (see chapter four
above), his version of emergentism saw no neebb¥eer level explanations of the
causal mechanisms involved. This implies that eeittuman individuals nor biological
entities have any causal impact in their own rginthe causation of social events. The
advocates of methodological collectivism need rastycthe existence of lower level
entities such as human individuals and materiaabj but in effect they argue that

they have no causal impact in their own right andktermination of social facts. The
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rate of suicide, for example, may be determineddxyal facts even though individual
suicides are not.

This can be seen as a claim for extreme causalisolbetween the levels of the
emergence hierarchy. In this view, the entitiesaath layer may be causally efficacious
in the determination of events in that same lalyet,unable to affect entities in other
layers. At first sight, it might seem viable to aegthat social facts determine social
facts without denying the existence of human capealers or that they determine the
behaviour of individual human beings. But once a®&gnise that social facts are
composed of individual human facts, this becomeblpmatic, since the explanation of
any given social fact must be consistent with tk@anation of the individual human
facts of which it is composed. If only the sociatts are causally effective in the
determination of other social facts, it would seéat this consistency can only be
sustained if the social facts also determine tdevidual facts, and hence at least some
aspects of individual human behaviour must be detexd ‘from above’. The portrayal
of methodological collectivism as extreme causalkison, then, cannot be sustained; it
inescapably implies that at least some eventseanttividual level are ‘socially
determined’ by facts at the social level.

To say that an event is ‘determined’ by a particalass of causes in this sense
is to claim that it is not just co-determined bygisbcauses alongside others from
different levels, as implied in the Bhaskarian marfeactual causation, but rather is
completely and exclusively determined by the capsalers of social structures to the
exclusion of all other factors. As a general ongatal claim about social events it is
easy to show that social determinism is false. Ehegglecting the influence of human
individuals, it is clear, for example, that sodeits are co-determined by natural
physical causes. As | write this, for example,tbkime of tourist activity in Thailand
has suffered seriously as a consequence of thartsun December 2004. Part of the
effect has been indirect, as a result of changergeptions of how attractive Thailand is
as a tourist destination; but part has been vegctlindeed, through the physical
destruction of tourist facilities. The influenceragga-actors on social events shows
equally clearly that social events can be co-datedhby individual agency (Mouzelis,
1991, pp. 77-8, 107). A case in point is the megte played by George Soros in
forcing sterling out of the European ERM in 19924 @éhe consequent impact on
sterling’s exchange rate, import and export priees, knock-on effects on the health of

the British economy.
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Although generalisedntologicalsocial determinism is thus clearly false, there
is a weaketheoreticalversion of this argument: that in a given classases social
factors may effectively determine events becausadttual impact of other co-
determining factors is negligible. Thus there ismowithin an emergentist ontology for
theoretical arguments asserting that the deterimomaf a particular class of events is
causally dominated by a particular type of causalgr, despite the rejection of true
social determinism.

The implication is that some social theory that esaWwhat appear to be socially
deterministic claims may still be valid as sock@dry once it is repositioned within an
emergentist ontology — whether or not the origfoamnulation of the theory explicitly
endorsed methodological collectivism. Of coursecimsocially determinist theory may
be false, as a result of neglecting the causal atnpfdower level entities, but in some
cases it may be true that the causal powers odissicuctures are the dominant factors
in particular classes of causal situation. To tkter that this is so, it may be valid to
abstract from the lower level causal factors irséhexplanations. This does not
necessarily imply that individual behaviour is detmed by social factors, simply that
it can be abstracted from in theorising the higbeel. At least some social facts, and
even their composing individual human facts, maydegermined’ (at least in the sense
of ‘predominantly caused’) by higher-level factors.

More commonly, perhaps, tl@rmalbehaviour of a class of people, or at least
some aspects of it, may be predominantly causesbbigl structures, even though there
Is always the possibility that in some cases othetors will come into operation and
prevent the realisation of these causal influenths is, of course, the heart of
Bourdieu’s argument on habitus, and it is also hole performance, and thus the
morphostasis of social institutions, works. Itngart the causal powers of Birkbeck
College, for example, that lead me to turn up evdmyrsday evening in the autumn
term to teach Political Sociology, although it ivays possible that on any given
Thursday some other factor will intervene and leedto do something else instead.

In contrast with strict social determinism, themeggentism implies, first, that
although social structures do have causal powatstn systematically affect
individual behaviour, these factors can always\errdden by other co-determining
causes. And second, that human beings are cae$fabtive entities, whose behaviour
on the one hand can influence social facts, anth@wother is itself caused by a variety

of interacting factors, including the influencesaicial structures, but is ndétermined
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monolithically by social structure. The causal effeeness of emergent social
structures, then, in no way undermines the arguroenibe causal effectiveness of
human beings. Indeed, it rests upon it, since thergence of social structure depends

upon its parts being causally effective in theimaight.

Methodological individualism

Methodological individualism denies the causalazftly of social structures and
insists that all social causation can be reducedg@ausal impacts of individual human
beings. Chapter four discussed and dismissed ¢msidof downward influence from
the social as it appears in the work of King, dnetre is no need to revisit this argument
here. Just as the causal effectiveness of emesgeral structures does not undermine
the argument for the causal effectiveness of hubeamys, the causal effectiveness of
human beings does not undermine the argumentéacahsal effectiveness of social
structures.

However, looking down the emergence hierarchy ratien up it,
methodological individualism can also be takemtply a denial of the causal efficacy
of the biological parts of human individuals in touting to the determination of
human behaviour. When we turn to this side of th®logy of human individuals, there
are at least two possible versions of methodoldgickvidualism.

On the one hand, there could be an emergentisbwers methodological
individualism, which regarded human individualscassally effective entities in their
own right while recognising that they stand in ameegent relation with their parts and
allowing for the explanatory reduction of humangedies and powers. Emergentist
methodological individualism would imply that abl@al properties are resultant rather
than emergent — that all social structures aredikéstical distributions rather than
having unique causal powers as a consequence wthéhey are organised. While |
argue that such a claim is empirically untenalblis, nevertheless ontologically
coherent. However, in accepting an emergentistagmbrto the foundations of human
behaviour, this version of methodological indiviisim can no longer deny the
ontologicalpossibilityof causally effective emergent structures at adrdevel. It is
difficult to see how anyone accepting this possibdould go on to deny the causal
effectiveness in their own right of structures lgtates and business corporations, and |
am not aware of any actual emergentist methodabgidividualists, so we may move

on quickly to the other variety.
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On the other hand, there is an anthropocentriaialigtic version of
methodological individualism, which implies thatrhan individuals are causally
independent of their lower level parts and derfiespossibility of an explanatory
reduction of human powers in terms of the biologieael. As Barnes puts it,

The full implications of speaking of human beingdgunalistically as ‘creatures' are
no more welcome in many parts of sociology andadabeory than those of
speaking of them as 'social’. Much is made in tlietes of an allegedly irreducible
distinction, between human beings and the natudsran which they are set. As
sources of intentional actions, human beings agarded as exempt from the normal
run of naturalistic explanation and accounting egzbéverywhere around them. And
this is often justified by an explicit dualism:@nflamental distinction is alleged to
exist between natural objects and events, linkexklations of cause and effect, and
human beings, whose independently inspired volyraeations are set completely
apart from the causal nexus. This particular fofrdualism is completely rejected
here (Barnes, 2000, p. x).

| share Barnes’ rejection of such a dualism. | &lsleeve he is right in linking it
to the question of free will, and | will return tiois connection in a later section. This
section, however, will consider the strictly caugaplications of this dualistic stance.
This stance is in effect a modern form of Cartesiaalism, in that it claims that human
behaviour can be explained in terms that completetyy any causal impact of the
body, including the brain, on that behaviour. O@ntal ‘selves’ are somehow able to
direct that behaviour without any causal connediiotihe opposite direction. It is
undeniable that if our mental life is to be of amgnificance at all, then it must affect
our physical behaviour, but the dualistic stancpli@s that the causation is all one way.
Just as Descartes, having asserted the independitineesoul from the body, had to
invent a connective function via the pineal glamaider to provide a channel for the
soul to influence the body, these modern dualists @eed a mechanism through which
the mind can affect the body while remaining unztd by it (Lokhorst, 2005).

This one-way view of the causation of human behayibowever, is easy to
disprove. It is very clear, for example, that aspet our behaviour are strongly
influenced by our emotions, and that there is aturttial chemical or hormonal impact
on the determination of our emotions. If prooftuktis necessary, it is provided by the
fact that medication which interferes with or camacts these chemical influences is
effective in altering people’s behaviour (Freem2000, p. 160). It is simply not
plausible, then, to deny in principle that biolagitactors can affect human behaviour;
by implication, then, we must see human behavidu other sorts of events, as co-

determined by causal powers from a variety of kewélthe emergence hierarchy.
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On the other hand, just as the ontological refotatf social determinism does
not rule out cases in which social facts are tleelpminant causal factors in
determining other causal facts, the ontologicaltadfon of dualistic individualism does
not rule out cases in which mental facts are tlee@minant causal factors in
determining human behaviour. It is entirely coresistwith emergentism for whole
classes of human behaviour to be predominantlyechimsthis way — by the causal
powers adhering to human individuals in their ovght:

Of course, it may become possible — at some tintleariuture — to provide
comprehensive explanatory reductions of these taoseers in terms of our biological
parts and their relations to each other. But a detagxplanation of human functioning
in terms of our parts would not mean that humamegéad been eliminated; just as
explanatory reduction does not entail eliminatieguction in the natural sciences, nor
does it in the human sciences. The powers that hsifmave by virtue of the way they
are built from their parts will never become powefsheir parts alone, however
thoroughly we are able to explain them.

This still allows us to construct explanations afrtan behaviour in terms of
intentions, reasons, social learning, shared mganimorms, values, institutions, and the
like. And it allows for the possibility that theusal explanation of human behaviour in
these terms is extremely complex, with the consecgi¢hat it may in some respects
seem unpredictable. The point that is essenti@ isegihat human beings are causally
effective entities, whose behaviour is itself imteaused by a variety of interacting
factors, but it is notleterminecentirely by factors from any single level of the
emergence hierarchy, including social structuredeed the biological structures of
their bodies.

Our biology, then, cannot be denied, but neitherleaman behaviour can be
explainedentirelyin terms of biology. The claim that it can behs subject of the next

section.

Biological reductionism

Biological reductionism is the claim that human &abur is caused entirely by
the properties of our biological parts. Dennett,deample, has been accused of
“viewing agency simply as a biological phenomen@valik, 2003, p. 49). Biological
reductionism exists in a number of varieties, dejpenupon which sorts of biological
entities are assigned causal effectiveness, buiripkcation in each case is a denial of
our ability to act in ways that are not directlyetenined by those biological entities.
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On some interpretations, sociobiology and morerntigevolutionary psychology can
be seen as examples of biological reductionismhich human behaviour is to be
explained entirely by our genes. Similarly, there @advocates of neurophysiological
reductionism, in which human behaviour is to belaxyed entirely by our neurons. In
this section | will discuss each of these brieflgd argue that neither provides a viable
account of human behaviour, for just the same reawt all other attempts to
eliminatively reduce emergent properties must fail.

Evolutionary psychologists have argued that mapgets of contemporary
human behaviour can be explained as the phenotypmaifestations of genetic
adaptations which were naturally selected in respado the environments in which
human beings evolved. Since complex social orgaarss a very recent innovation in
terms of the rate at which genetic change is presutm occur, they argue that there has
not been enough time for the genetic basis of etabiour to adapt to the conditions of
such social organisation. The consequence, thaw,dsathat much of our behaviour is
determined by genetic adaptations to the sort vf@mment faced by Stone Age human
beings (as argued, for example, in Tooby and Cassniti992).

There has been a widespread critical responsestaithument (see, for
example, Dupre, 2001; Edwards, 2003; Rose and R084,). Perhaps the core element
of this response is that the properties of our &dnd particularly those of our brains
are not determined entirely or even predominanglpir genes. Dupre, for example,
argues that our intelligence and the developmentiobrains depend at least as much
on nourishment and the impact of our contemporawrenment as they do on our
genes (Dupre, 2001, p. 30). Whatever our genehieritance, the bodies we end up
with depend upon a process of embryological devety that is influenced by our
physical environment, and more importantly, thersave end up with depend upon a
process of neurological development that is dorethéty the inputs provided by our
experience — in a word, by learning. Of coursegrires also have a substantial effect
on the development of our biological and indeedroantal structures, and hence
indirectly affect our behaviour, and it is possitilat this genetic effect has changed
very little since the Stone Age. But because oamsrtoday develop — learn — in very
different conditions from those of the Stone Aglgte is no reason to suppose that the
outcome of that development was even approxim#btelysame then as now” (Dupre,
2001, p. 31). The sheer plasticity of our braiteved our environment, and in particular

our social environment, to play a substantial cauda in moulding our beliefs, desires,
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and other mental properties, as well as our siilld capabilities — our dispositions and
our causal powers.

Genetic reductionism, however, is not the only fafbiological reductionism.
There is also the variety that suggests our bebawsodetermined by our neurons. But
we cannot explain human behaviqurelyin terms of the causal powers of our
biological parts. As | have argued earlier, themgspare not enough to produce our
human causal powers unless they are combined ipattieular set of structural
relations that constitutes them into a human bélhg. person we are, the character we
have, the sorts of projects we want to pursue, flom the combination of all of these
parts into a single biological and social humanviadial with a body and a brain. That
person will have been shaped over time by bothtgeard neurological effects, but
ultimately they possess powers that can only exign all the various parts of the
human being are brought together into a unique avtwth emergent properties of its
own. One merit of the emergentist approach is theze¢hat it enables us to connect the
human individual back up to the whole person incigdhe non-mental aspects of the
body — its emotions, physical needs, health anebgis, and the use and constraint of
that body in time and space.

To explain the biological constitution of such adividual is not to eliminate
the causal powers that person possesses in theiright as a structured whole. Thus it
is only ever the whole person who makes choicesaats] even though (a) the person
doing the choosing has the capabilities and inttbna they do entirely as a result of
their causal history; and (b) it may some day besflibe to make an explanatory
reduction of the process of choosing that shows ih@ssmade up of lower-level events
and the relations between them. Despite, and indeeaduse, of (a) and (b), we are
emergent entities with the emergent power to makéstns about our actions, in a
sense that neurons, and even neuronal network&ahet to bodies, could never be.

Some authors, however, find a tension betweercthisal account of human
action and the claim that we do indeed make choias brings us to the question of

free will, which runs as a persistent subtext tigftomuch of the debate on agency.

" See, for example, Sayer’s discussion of the rblnmtions in the judgements that affect our
dispositions (Sayer, 2005, p. 950).
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Free will and agency

The dualistic individualists who argue for the paicy of agency over structure

18 There is a

in sociology often seem to be motivated Hipartarian view of free wil
huge philosophical literature on free will and detmism, most of which | must ignore
here for reasons of space and relevance. Howdweeceintral role of libertarianism in
the dualistic individualist approach means thaahernative account of agency can be
convincing unless it has a response to this tre@tiefree will. This section, therefore,
will briefly outline the main positions in the de¢ban free will, then analyse how this
affects the question of agency. It will argue tit&t adherence of many individualists to
libertarianism confuses a humanistic (indeed arssigely humanistic) moral
argument with a causal one. Their account of agaesdyee will purports to have
explanatory content but is in fact tangential tpleratory discourse. By separating out
these non-explanatory considerations | will shoat the can address valid humanist
concerns without somehow excluding human beings tiee influence of causality in
our explanatory account of the world. | will thesed argue that an emergentist
conception of agency is entirely compatible witkefwill of a sort — but not the sort the

libertarians believe in.

Defining free will and determinism

Let me begin with some brief definitions, drawnnfrehe literaturé™

(i) determinismis the idea that all events are fully caused leypteceding state
of the universe (or the preceding events in thgarse). In other words, given the
previous state of the universe, it was inevitab tertain events would follow, and
nothing could have happened differently than it®iSince the advent of quantum
physics, strict determinism has largely been regddry the doctrine afear-
determinismwhich is the idea that most events are fully edusy the preceding state
of the universe, but that certain causes are pilidtabwithin a certain range. Hence

8 Brief definitions oflibertarian and the other main concepts in the debate on filtare
given below.

8 The definitions in the following paragraphs aretigalarly influenced by (Honderich, 1993)
and (Watson, 1982).

¥ This is therefore a different sensedeterminisnthan that implicit in the earlier discussion of
social determinism
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there is an element of randomness in the causatignantum events, but this
randomness is strictly limited in its range andpeft

(i) free willis the ability of humans to choose their actidhs commonly
understood to imply that the individual concernedld choose to act otherwise, and
that as a consequence they can be held morallpmsgype for their actions. This,
however, gives rise to at least two varieties ef¢bncept, depending upon what is
meant by “could choose to act otherwise”. In onesegit means that the individual has
the opportunityto act otherwise. In this sense, a galley slauk wibrutal overseer has
very little free will, since being chained to thear they have no opportunity to leave it,
and being subject to flogging they have no vialgpartunity to stop rowing — though
they could in principle choose to be flogged indtdaet me call free will in this sense
opportunity free wilP* In the second sense, it means that the individichibices are
effectively free of causal determination, sincthi individual’s choices were caused by
the previous state of the universe (e.g. by brites or events) then, given the previous
state of the universe, they could not have chosiegrwise than they were caused to do.
Let me call free will in this senseetaphysical free wif®

(iif) compatibilismis the argument that determinism and free will are
compatible. Broadly speaking, compatibilism restdefining free will a®pportunity
free will rather than asetaphysical free willand implicitly denying the possibility of
the latter form). Thus, compatibilists assert theterminism is compatible with
opportunity free will, and that this is the onlykiof free will that is worth considering.
Typically they go on to assert both that deternmm(sr more usually, near-
determinism) is true, and also that @an have free will in their chosen sense of it —
although of course the degree to which our oppdréasnare constrained (and hence our
degree of free will, or of moral freedom) is a ¢ogéent, practical, and political

guestion. Opportunity free will is sometimes healdustify holding individuals

% Since the advent of chaos theory, some have stegtisat randomness at the quantum level
could sometimes be amplified to have macro levielces, with the consequence that the effects
of quantum indeterminacy may be greater than poslydoelieved. However, even in this
scenario, once a quantum event has occurred riteefuconsequences follow in a deterministic
fashion.

8 Honderich calls actions which are freely chosethis senseoluntary(Honderich, 1993, p.
86). This word is sometimes used with other cortiwia, however, so | have not followed his
usage here. Opportunity free will also seems symmug with Berlin’s negative liberty (Berlin,
1969).

# Honderich describes free will in this sense astigination of the decision (Honderich,
1993, pp. 39-43).
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responsible for their actions (i.e. liable to baiped or punished for them) on the
grounds that — and to the extent that — they haagiportunity to act otherwise,
irrespective of the other causal factors at work.

(iv) incompatibilismis the argument that determinism and free will are
incompatible. It rests on (and follows from) defigifree will asnetaphysical free will
There are two varieties of incompatibilism, depegdipon whether determinism or
free will is taken to be true:

(v) On the one handhard deterministargue that determinism (or near
determinism) is true and hence we have no free will

(vi) On the otherlibertariansargue that metaphysical free will is true, whigh i
to say that human behaviour is not fully determibggbrior causes. This represents a
stronger denial of determinism than is implied leamndeterminism. Near-determinism
still implies that human choices are causally deieed: it just introduces an element of
randomness into the quantum-level determinatiahe — and this does not seem to
justify holding the individual morally responsilfier their choices any more than if they
were fully determined® For libertarians, human behaviour is caused byarahoices,
but human choices are not themselves caused-atvedl’ just make them, free of any
prior causal determination, and hence ‘we’ candid hesponsible for them. This
entails denial of any causal account of human @so@and hence also the denial of any
possibility of the explanation of mental entitiesérms of brain activities, or of causal

influences of social entities on decisions throagbh a process.

Cause and responsibility

Libertarians, therefore, cannot be emergentistsitainaman beings; they must
be dualistic individualists (see p. 194). Both poss entail the same image of the
human being as causally autonomous, not just ireitergentist sense of having causal
powers of their own, but in the full-blown dualgsnse of being free from causal co-
determination by the causal powers of their pantsl (ndeed the causal powers of other
entities). Yet it seems increasingly clear that horactionsare caused, at least in part;
that our choices are only one part in the causaihsheading to our actions and not
even the final part; that our choices themselvesanergent from brain processes,
caused by the configurations of neural networks ¢bastitutes them into the emergent

beliefs and desires we have at the moment of chaiwthat a wide variety of factors
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can affect those choices, whether through expesgetitat affect the beliefs and desires
that we have, or by altering our brain chemistrg, by good/bad nutrition, or through
behaviour-altering drugs, whether Prozac or Ecstasy

The more we learn about how human choices are datseclearer it becomes
that libertarianism is wrond. Yet it represents a doctrine that has played goitant
social role, since the argument that we, and rfagragntities, are causally responsible
for our own actions has played a central role gitimating what Barnes calls “the
institution of responsible action” which underlibe concepts of law and crime, and the
practice of punishment (Barnes, 2000, p. 6). A:Baisays, “Explicitly, the entire
edifice of our law is built upon belief in free Wjlbut the actual practice of law and
punishment “raise the question of whether concléfgsresponsibility’, ‘choice’, ‘free
will’, ‘agency’ and so forth might not be second&egtures of the institution of
responsible action, mere rationalising accompanisehprocedures moved by
pragmatic expediency” (Barnes, 2000, pp. 12, 14).

| suggest that the role of these concepts withendiscourses of responsible
action is indeed to legitimate a regime of enforeatrof social norms, although | would
hesitate to call this ‘pragmatic expediency’; ratlseich enforcement is fundamental to
the establishment and maintenance of society. \Wegemple responsible for their
actions because this is the very foundation ofadibgj and to sustain this institution of
responsible action, societies must sustain thetiblat it is justified. The argument that
people are causally responsible for their actiassglayed a key role in sustaining this
belief, and this is an argument that has seemedgtiecause it conforms with the
subjective sense we have of being in control ofayan actions — of making decisions
that are subsequently implemented in our actions.

As long as science was completely unable to explaman choices in causal
terms, it was perfectly viable for this conceptadriree will to coexist with what Barnes
calls “the institution of causal connection” (Basn2000, p. 11) — the set of discourses
in which events are explained in terms of theirsesu Yet within the institution of
causal connection itself — within science — more uore progress is being made in
explaining human decisions causally. There ark sfitourse, those who deny that
such explanations will ever be complete (to themixthat a complete explanation is

% For a penetrating explanation of why near-deteisnirdoes not help the libertarian case, see
(Richards, 2000, pp. 139-40).
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possible). Dupré, for example, asserts that caumsapleteness is unprovable, and a
matter of faith, with the implication that humarhbgiour may never be shown to be
causally determined (Dupre, 2001, pp. 157-8). Dupag or may not be correct about
causal completeness, but it is already demonstthbtehuman behaviour is at least in
part causally determined (e.g. by the effects ofid). The idea of humans as uncaused
causal movers, as causal originators, is becomirgasingly untenable; and as it
declines in plausibility its effectiveness in recing the institutions of responsible
action and causal connection is evaporating. Becassdo not possess metaphysical
free will, we can no longer justify excluding humaecisions from the institution of
causal connection, and the complex of ideas upachadur institution of responsible
action rests can now be seen to be internally isistent.

To digress for a moment: we therefore need to r&tcoct the case for the
institution of responsible action — for law, crinagd punishment — perhaps in terms
that rest, not upon the concept of metaphysical i, but on that of opportunity free
will. In other words, perhaps we should be helgoasible for our actions because, and
to the extent that, we had opportunities to do sbmg different and we chose not to,
irrespective of the fact that our choice was cau$be brutally overseen galley slave
can hardly be held responsible for rowing, becdlisee is no viable opportunity to do
otherwise. But if, for example, a politician in ardocratic society chooses to take a
bribe to alter a political decision, she is respiolesfor her decision, because she has a
viable opportunity to take a different one. Freedtmen, in the sense required to
provide a compatibilist legitimation of the institan of responsible action, is a matter
of the opportunities and constraints we are facigld, wot a matter of how the choice
we make between our opportunities is caused.

Ironically, if our decisions were uncaused, in $le@se of being totally
unaffected by external factors, then it would beegnuintless to assign responsibility
for them. The very point of responsibility is t@itmate a regime of punishment and
reward which would be totally irrelevant if it diebt exercise some causal influence on
our future behaviour. Indeed, ithecausesuch a regime can have a causal effect on
human behaviour that it can contribute to maintagrfunctioning societies. The
compatibilist account of freedom and responsibibtyherefore capable of being

reflexive in a way that is denied to the libertargccount: because it sees human

¥ Richards also provides an interesting philosopliggument for the impossibility of
metaphysical free will (Richards, 2000, pp. 145-6).
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behaviour as causally influenced, it can show wWigyitstitution of responsible action is
necessary and how it works, as well as supplyimggdats legitimation.

Let me round up the implications of this argumemtthe debate on agency
between emergentists and dualistic individualistdividualism often seems to be
motivated by a desire to deny that human choicesansed because such causation
seems to entail both an assault on the uniquessthtouman beings and the destruction
of the institution of moral responsibility. But &he argued in this section that human
choicesare caused: the human actor is a deciding individesrcising causal powers
of his or her own, but subject like the rest ofunatto the process of causation.
Nevertheless, the causation of human choice isegnttompatible with the institutions
of moral responsibility, as long as we recognise e need to alter the discourses that
have been used to legitimate those institutionghBumore, emergentism maintains the
unique status of human beings, as a class ofentitith a range of causal powers that
Is unmatched in the known universe, while rejecthrgganti-scientific denial that
human choices are caused like any other naturalteve

| therefore suggest that the emergentist accouagency offered here is entirely
consistent with a reasonable humanistic desiredpect the uniqueness of human
beings and sustain the institutions of moral resgmlity. What it is not consistent with
Is an over-humanistic desire to introduce an anagific and mystificatory dualism

into the explanation of human action.

The interpretative tradition and the denial of cau®

There is another important tradition in the philaisp of the social sciences that
denies the possibility of a causal approach tetpanation of human action, and thus
conflicts with the theory of agency presented is #nd the previous chapter. This is
the interpretative tradition, and this section witigage with it by discussing the
canonical works of Peter Winch and to a lessemax@harles Taylor (Taylor, 1994;
Winch, 1958).

These thinkers proceed from the belief that anydruaction is inherently
meaningful; that it has the character of actioheathan of mere physical movement
because of the meanings that co-constitute it. ;Tiougxample, the behaviour of
marking a cross on a piece of paper constituteactien of voting only because of the
meanings infusing it (Winch, 1958, p. 49). Winchwas, for example, that “people

cannot be said to be ‘voting’ unless they have soomeeption of what they are doing.
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This remains true even if the government which com# power does so in fact as a
result of the ‘votes’ cast” (Winch, 1958, p. 51heBe meanings themselves are
logically dependent upon the prior existence arajuage community and of certain
social institutions (Winch, 1958, p. 44). A simiengument applies to people’s motives
for their actions. It is argued that we cannot igca motive to an actor unless this
motive is something that the actor understood (W,id®58, pp. 45-6), and this remains
true even if we are claiming (correctly) that tleter was not consciously aware of why
they acted. Thus in Winch’s view, they could hagted for reasor even if they did

not consciously decide to do so, but they couldhavie acted for reasorif they had

no grasp of the meaning xfAll our actions, then, are suffused with meangg if we
are to give a coherent account of human actionsws bring out these meanings.

The consequence, for interpretative thinkers,as éictions have some of the
character of texts: they can only be explainedttgnapting to develop a coherent
rendering of their meaning (Taylor, 1994, p. 188)e production of such a rendering
generally depends upon the interpreter sharinghdergtanding of the language,
culture, and/or social institutions within whickethction was produced (Taylor, 1994,
p. 183, 188).

The denial of cause

Now this argument is commonly interpreted by thibgekers as implying that
causal explanations of human action are inapprgpaaimpossible, and must be
replaced in the social sciences with an interpregapproach to understanding human
action (Fairclough et al., 2002, p. 2; Martin, 19p4263). However, it is not
immediately apparent why the discussion so far lshioave this implication. Winch
offers a number of arguments, which are formula®d response to Mill’s claim that
the explanation of human social behaviour is jusioaie complicated version of the
explanation of natural events. Let me discuss titba@se briefly before turning to the
most significant argument in more detail.

First, he rejects any possibility of a physiologi@acount of human motives:

To discover the motives of a puzzling actisto increase our understanding of that
action; that is what ‘understanding’ means as agpio human behaviour. But this is
something we in fact discover without any significknowledge about people’s
physiological states; therefore our accounts af tietives can have nothing to do
with their physiological states (Winch, 1958, p).78

But ‘understanding’ has multiple meanings when oo human behaviour.

The fact that sometimes we seek to understand hbetasviour in terms of motives in
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no way implies that we cannot also seek to undedstan terms of physiological
mechanisms, and scientists have made great pragresderstanding aspects of human
behaviour in these terms. Furthermore, the fadtwigacan learn about people’s motives
without examining their physiological states doesmean that their motives are
unconnected to those staf&4t would be entirely consistent with this fact foeople’s
motives to be mere epiphenomena of their physioldgtates, or, as | argue, for them
to be emergent from those states. Winch’s arguimerg is an example of the dualistic
individualism dismissed earlier in this chapterd dinave nothing more to add to that
earlier discussion.

Secondly, he is critical of the notion that there egularities in social activity
that are similar to the physical regularities imaplin causal laws (Winch, 1958, p. 88).
Clearly it is true that social activity does nohiit the degree of empirical regularity
that some physical phenomena do, such as the movafie stars and planets.
However, it is an error to regaathy physical laws as producing exceptionless empirical
regularities. As Bhaskar shows, even in the natuoald causation is always an
interaction between a variety of causal powers,sghesult is contingent upon just
which powers are relevantly present for any paldicavent (Bhaskar, 1978, pp. 109-
11). Many natural events are just as unpredictablgocial events, but in both cases this
Is entirely consistent with them being the prodfatausation, and with the possibility
of providing a (fallible, as always) causal explama Once we have dismissed the
Humean connection between causal explanation ateptgnless regularities, the lack
of the latter is no barrier to the former.

| believe, then, that these first two argumentsloanismissed by reference back
to earlier discussions in this thesis. Let me nomw to what seems to be his main
argument. Winch writes:

But the issue is not an empirical one at all: tasceptuallt is not a question of
what empirical research may show to be the caseflwhat philosophical analysis
reveals abouwvhat it makes sense to sayvant to show that the notion of a human
society involves a scheme of concepts which ischlty incompatible with the kinds
of explanation offered in the natural sciences (Njril958, pp. 71-2).

Human reactions, he argues, are not just more @atpén those of other
animals; this difference in complexity has beconu#farence in kind, because of the

role of meaning and understanding in human behavand their roots in a social

% Here we have an epistemological argument masgingrad an ontological argument — what
Bhaskar calls the epistemic fallacy (Bhaskar, 197&7).
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context (Winch, 1958, pp. 72-4). Therefore the rendy meaningful nature of human
action makes it qualitatively different from thejetts of the natural sciences. This, of
course, is true. However, it is equally true, asilse points out here, that the writhing
around of an injured cat is qualitatively differéram the movement of a chopped-
down tree — yet Winch himself seems happy to adteptthe behaviour of the cat can
be explained causally. The existence of a qualgalifference, it seems, is not enough
in itself to establish the argument against cause.

What is it, then, that makes human action, butimetbehaviour of the cat,
exempt from causal explanation? The heart of Wsahgument seems to be that
because the objects of social science are inhgner@hningful, they are only knowable
through a fallible and potentially contested pracesinterpretation. As a consequence,
he argues, the process by which social scientigt attempt to understand their
objects of study is not like the process by whiatural scientists do so, but rather it is
like the process by which natural scientists untdeseach other (Winch, 1958, pp. 86-
9).

This is not unreasonable as a description of afgignt difference between the
natural and the social sciences, but it does nailehat human actions are uncaused.
Rather, | suggest, it places an epistemologicaiahesin the way of us understanding
them. This obstacle is the need to interpret themmg of any behaviour before that
behaviour can be treated as an action to be exgglaand to interpret the meaning of an
actor’s statements before those statements caons&dered descriptive of motives,
reasons, beliefs, desires, or the like. But thisoisan insuperable obstacle: both Winch
and Taylor seem to accept that, as long as thesiigeator understands the language,
culture, and social institutions within which artian is set, the investigator may be
able to interpret the action accurately (Taylo94,%p. 183, 196-7; Winch, 1958, p.
86). Clearly such interpretations are fallible, theén so are our observations of natural
events, particularly given that such observatioay e theory-laden (Martin, 1994, p.
266). At worst, there is an extra layer of fallityilinvolved in the social case. But there
is also an extra layer of linguistic and social hdsms underpinning effective
communication which we use constantly to ameliotiag¢erisk of misunderstanding
each other. In both cases, it is very often posdiin us to establish the facts with a
level of confidence that is adequate for praciabposes. This epistemological

challenge, then, does not prevent us making caxgddnations of human action, and as
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a purely epistemological issue, it has no bearihgtaoever on the question of whether
human action is causally determined.

Although it is not brought out explicitly by eith&/inch or Taylor in the pieces
| have been considering, there is another possit#epretation of the hermeneutic
argument thatvould provide an ontological challenge to the causatmeination of
human action. This is the suggestion that actioilsmaotives are radically inseparable:
that the status and content of an action as aaraigtilogically rather than causally
dependent upon its motive, so that a motive is gfaah action and not a cause of it.
Thus, for example, the action of voting is not ealiby my intention to vote, but
ontologically constituted as the act of voting histintention. Let me call this the
inseparability challeng¢o the causal explanation of human action. Thepasbility
challenge provides an ontological objection to edegplanations in the social
sciences: that our actions are not caused by otiveéspeven though our motives are
the only factors that Winch allows are relevanthi@ir explanation, hence only an
interpretive and not a causal account of our astismpossible. Although this argument
is not stated explicitly by Winch or Taylor in tleesvo pieces, it is the only
interpretation | can see of their argument thastitutes a new challenge to the causal
explanation of human social action, and | susgeadtat least some advocates of the
interpretative approach found their denial of camssome version of the inseparability

challenge.

Actions and motivesan be separated

It will be useful in responding to this argumenctmsider, as an example of a
human social action, the act of voting by raising’s hand in a meeting. | suggest that
we cannot understand the issues raised by thedregfity challenge without analysing
this event into three potentially distinct elemenépresenting the parts played in it by
individuals occupying three different roles witlgaed to the action. We have, first, the
decision of the actor to vote and the implementatibthis by the raising of their hand.
Let us call thisaction enactmentSecondly, there is the recognition by an obseivesr
this hand raising represents the action of votirstpall call thisaction ascription
Thirdly, there is the decision of an authorisedspar let us say the chairperson of the
meeting, to accept, register, or count that harslagas a properly-executed vote. |
shall call thisaction registration

Let us begin with action enactment. Now, it is cligam my argument in the
previous chapter that | regard a decision, sayte,\as a mental event that is distinct
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from the physical implementation of that decisimnthis case by raising one’s hand. |
have argued that such a decision leads to a m&tatal (an intention to vote, which is a
sort of disposition) that is emergent from a neaaadfiguration. In the context of the
brain’s processes for implementing behaviour, téstal state interacts with other
factors to co-determine the subsequent raisingeohand (if indeed such behaviour
follows; it may not if other causal factors intemeg. | have also argued that such a
decision will have a causal history of its ownsary in part, for example, from our
knowledge of voting procedures, from our beliefewlihe likely consequences of the
various options that are the object of the voté, faom how those consequences relate
to our various desires. Thus, the actor’s decismam the one hand caused, and on the
other contributes causally to the subsequent imgihgation of the corresponding
action.

The question that arises now is whether thereysramonsistency between this
causal account and the inherent meaningfulnesarafh social actions. | suggest there
Is not. The fact that raising their hand in thistext will have the meaning of voting
enters into the causal explanation of the behavimaugh the actor’'s knowledge of that
fact. They raise their hand for a directly causalson: because (a) they want to vote;
and (b) they know that raising their hand is likelyhave the (causal) effect of being
registered as voting. Both of these factors aretahstates, emergent from neural states,
and the actor’s brain works in such a way thatéhmental states are able to affect their
physical behaviour in a process of actual causataction. For the actor’s decision
making, the meaningfulness of social action israddiy causal story — first, because the
relevant meaning of the action is the actor’s ba®ut the kind of causal impact the
behaviour will have; and second, because thisfu&df has a causal effect on the
subsequent behaviour.

Let us turn, then, to the second moment of the teaetion ascription. Any
given action may be recognised as an action bynampber of other people who (i) are
in a position to perceive the physical behaviSiand (ii) have beliefs about the
meaning of that physical behaviour. Once agaiss, straightforward to construct a
causal account of action-ascription that is coasistvith the role of meaning. The
observer’s sensory organs perceive the actor’sigdiyisehaviour and send the

corresponding neural signals to the brain; thenbpabcesses these signals, and whether

¥ | include speech acts in the category of physiealaviour, although the voting example
simplifies the case by neglecting whether furtissues arise in the interpretation of speech acts.

D. Elder-Vass 208



consciously or subconsciously, combines these igtbxisting knowledge about the
sorts of behaviour that count as different typeaation in this sort of situation. In this
process the end result is a belief (in the obsgateyut what action the actor has just
performed, and this belief is caused by a braircgse which is co-determined by (a) the
actor’'s behaviour; and (b) the beliefs the obsemesrabout what counts as this sort of
action. Once again, there is a clear causal séony,in this causal story the individual
draws upon their knowledge of social meanings tvaat the result.

The significance of that result, however, will stimes depend upon whether
the interactor is endowed with the authority toisesg an action of the kind perceived.
If an observer interprets the actor’s raising @iitihand as waving, it has this meaning
for them irrespective of their social role, and aogial significance attached to the
action of waving inherently follows. But some aascare meaningful as such only
within the context of a social institution that uégs organisational recognition of the
action. In such cases, there is a third momeriterevent: action registration.

In these cases, it matters a great deal whethefiberver making an action-
ascription is endowed with the authority to codndttaction as voting or not. In the case
of our voting example, the actor’s vote will onlg kegistered as the action of voting if
the chairperson of the meeting so ascribes ibdischot matter at all whether other
observers recognise the actor’s behaviour as vdinghe purpose of action
registration. Of course, if the actor or anothesesler realises that their action has been
registered in a different way from that which watended, they may call out to correct
this interpretation, and succeed in overturningtit this merely confirms the point,
since now the chairperson has changed her intatfmet and it remains true that if the
chairperson interprets it as a votdsia vote®

When considered at the level of the authorisedrebsa@as a human individual,
the causal process of action registration is justsame as that of action ascription
(although it may be followed by further actionsglsas writing down the number of
votes cast, and declaring a result). It is becthus®bserver performing the action
registration is acting in a role which authoridesn to register actions on behalf of the
organisation concerned that action registratiatifferent from action ascription. It
therefore follows from the argument of chapter fabove that it is the organisation

% In his treatment of voting, Winch comes to theagife conclusion (Winch, 1958, p. 51). But
his conclusion can only be sustained if actioneifingéd entirely from the actor’s point of view;

it arises from neglecting the fact that differerdividuals may ascribe different meanings to the
same behaviour and that it is not just the meamignded by the actor that matters.
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which has the causal power to register votes rdttzar the individual who is authorised
to perform this task as part of their role withire torganisation. Since the meaning
recognition implicit in action registration is permed by the individual in just the same
way as it is in action ascription, no further pbggies arise of incompatibility between
this causal account and the meaningfulness of Isactian.

Now, although there are effective mechanisms ingla all functioning
societies that ensure that most social actionasgebed and registered as intended by
the actor, there is nwecessityor the actor’s meaning to coincide with the okises.
Some human behaviour is intended as an action @netcognised as such; and other
behaviour is interpreted as an action althoughag wot intended as such. To
characterise action as meaningful behaviour, tiwehput asking whose meaning
makes it such, appears to conflate the meanintiedlifferent individuals involved.
Once we look at the picture in more detail, itlsac that there are three different senses
in which we might consider a behaviour to be amact it may be implemented,
ascribed, or registered as such. To representnaati@bstractly meaningful behaviour,
rather than behaviour with specific meanings fac#c individuals, is to conflate
these different senses, and to obscure the vitatliat the same behaviour may have
different meanings for different individuals, aflwhich are socially significant in their
own right.

On the basis of this analysis of the role of megunaction, | suggest that the
inseparability challenge can be dismissed. Itsaleriia distinction between action and
motive is unsustainable, for two main reasons.

First, it is clear that action ascription and agtregistration are distinct from
action enactment, not just analytically but becaheg are performed by different
people. The concept of human social action as wergdy understand it implies both
that an action has been implemented by the actbthart an action has been ascribed
and (sometimes) registered by observers. The mgafian action to its observers,
then, is just as important to the theory of actisrits meaning to the actor, and its
meaning to its observers is independent of itsweoti is only if we falsely conflate the
meanings of the action as they appear to both aciobservers that we can consider
the action inseparable from the motive of the actor

Secondly, it seems to be possible to construchasgble (if incomplete) causal
account of human action. In these accounts fudgaition can be made of the

meaningful nature of action, and indeed they ingiyore thorough recognition of how
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meaning operates in the process of human actionrntba-causal accounts. The
insistence of interpretative thinkers on the imaottrole of meaning in human action
can therefore be sustained without denying theo{ogical) causation of human action
or the (epistemological) possibility of explainingausally. This allows us to develop a
social science which recognises the valukathinterpretive and causal methodologies,
and indeed their inter-dependence.

The interpretative tradition, then, identifies soooenplications that must be
allowed for in the theory of human action, but thexno reason to suppose that it

undermines a causal or an emergentist accountenicgg

Conclusion

This chapter has argued that the emergentist atocbinman agency provides
the basis for an effective critique of over-sosiatl accounts of the human individual,
but also of purely individualistic accounts, andactounts that either overstate or deny
the impact of biology on the causation of humanavedur. The argument for
emergence implies the existence of complementatyrdaaracting powers at each of
these levels, and not the denial or conflationnyf af them.

The approach to agency advocated here is somewhaglhstic, in the sense
that it sees human agency as simply one of margjdef causal power, each with their
own unique properties, which interact in the caosabf actual events. By contrast,
many accounts of agency seem to imply a new duaidmumanistic dualism that
echoes vitalism and Cartesianism in seeing humbaveur as causally effective, yet
somehow itself exempt from causal explanation. Thepter has discussed and
dismissed two types of anti-causal theories of egethose arising from a libertarian
attitude to the question of free will, and thossiag from the interpretative tradition.
Both are founded on valid humanistic concerns:hendesire to sustain the institution
of responsible action, and on the desire to recggthie inherent meaningfulness of
human action, respectively. But as | believe thigpter has shown, both of these
concerns can be met by the emergentist accourgenicy, and indeed can be met more
effectively by the emergentist account than by angbcentric dualisms that deny the
causation of human behaviour.

Emergence, then, provides a framework within whiehcan recognise the
respective roles of human agency, social structurmyan freedom, and the

meaningfulness of social action. As John Dupreangsed,
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the only hope for serious illumination of [the m&and causes of human behaviour]
is a pluralistic one, an approach that draws batthe empirical knowledge
derivable from the (various) sciences, and on tisglom and insight into human
nature that can be derived from more humanistidistuDupre, 2001, p. 4).

The challenge, of course, is how to reconcile thves®us elements. To some
extent the various sciences and humanistic stadidsess different purposes and hence
do not conflict. But they intersect in the questadrhuman agency, and they have long
seemed in irreconcilable conflict here. | beliee €mergentist account of agency
outlined in the last two chapters provides an ¢ffedramework for their

reconciliation.
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8 Conclusion

This thesis has sought to develop a version oftteery of emergence that can
provide a clear basis for understanding causdiioeks, and to show that such a theory
can improve our understanding of society. In adkingsthe latter objective, it has
attempted not only to clarify the emergent progsrand entities that constitute social
structure and human individuals, but also to vaéidae general theory of emergence
developed here by testing its power to explainat®logy of a specific domain: the
social world.

This concluding chapter will draw together the #ue of the argument and
review how they achieve these objectives, whatigiral about the argument, and why
these results are important for sociological thetiryill reprise in turn the key features
of my accounts of emergence, of social structurd,at agency and tie up the threads of
the sociological argument by summarising some @titoad variety of ways in which
structure and agency can interact. But it will alsoognise that there are still a number
of loose threads that cannot be tied up withoustuttial further work, and indicate
what some of those threads might be. Finally, ik seturn to the implications of the

argument for the metatheoretical questions intreduo chapter one.

Emergence

From the point of view developed in this thesig torld in which we live is
made up of entities with emergent properties (winnety also be called causal powers).
Each entity is a hierarchical structure composeatloér such entities. At one level
down from the entity we find a set of its partst each of these is also an entity
composed of parts, and this hierarchical structorginues all the way down to the
most fundamental components of our world, whatévey may be. The concept of
emergence is essential to our understanding oé thiesctures and their causal powers
because it enables us to see how the entitiechti@al can have causal powers of
their own despite being in a sense ‘nothing mdranta collection of lower level parts.

Many versions of the concept of emergence can ledfin the various
literatures on the subject. Not all of them, howewaee capable of explaining the

existence of causal powers at each level. It ifulise distinguish between three broad
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varieties of the concept, which we may ¢athporal emergenc¢strong emergencend
relational emergencélemporal emergendecuses on something like the lay sense of
‘emergence’ — the sense of emergence as the fiipglaaance of something new — but
anythingthat exists, whether it is an entity with emerganaiperties or not, would
appear to be emergent in this temporal sense. @ytemporal concept of emergence,
therefore, is unable to distinguish emergent proggefrom resultant properties, or
entities from heaps — collections of intrinsicallyrelated entities that do not possess
emergent properties as a group. Heaps, unlessatbdgken to have always existed,
must presumably have first appeared at some moiméme past. Hence they are
temporally emergent without possessing causal poweheir own right, and so
temporal emergence does not provide us with aeiatgument for the existence of
such powers. The thesis has demonstrated this lppiexamining Archer’s attempt to
justify an emergentist perspective by using exampfestructure that on reflection are
heaps and not cases of emergence.

Strong emergends the idea that an entity can possess emergepégies that
are in principle impossible to explain in termdlué properties of its parts and the
relations between those parts. Strong emergencsohfas failed to provide a viable
argument for the existence of higher level causalgys, most obviously because no-
one has plausibly demonstrated that any actualeptys emergent in this sense. There
are, of course, many higher level properties thatan not yet fully explain in terms of
their parts and the relations between them, amintiple some of these may be
strongly emergent, though it seems likely that arptions will eventually be developed
for many of them. Any claim that a particular prdges strongly emergent, however,
will always be open to refutation by the productairan explanation of its causal
mechanism, so all such claims must be treatedeagsprnal. More significantly,
perhaps, even if some properties really are styomglergent, strong emergence fails to
provide an explanation of how the rest — all theperties we are currently or
potentially able to explain — could be causalleefive in their own right.

This thesis has therefore advocated a varietglational emergenceRelational
emergence ascribes the possession of higher lemgégties to the particular way in
which the parts of the entity possessing the pty@ee organised, and accepts that it
may be possible to produce an explanation of h@selparts, organised in that way,
produce such a property at the higher level. Thosyever, does not mean that relational

emergence is compatible with the eliminative reiduncof these higher level properties,
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as it might seem to be. This is because of whatéltalled theedescription principle
— the most important innovation made in this thestk regard to the general theory of
emergence.

The redescription principle applies to any explamaodf a causal power in terms
of (a) the parts of a higher-level entity; andtfiy relations between these parts that
occur only when they are organised into such ayeithe principle states that such an
explanation has not eliminated the higher-leveiteftom its terms, but instead has
merely redescribed it. Since an emergent entitypthing more than its parts and their
organisation, any explanation that depends upopribygerties of its parts and on the
characteristic way that they are related withis tigpe of higher level entity is in fact an
explanation in terms of the higher level entityuShbecause emergent properties
depend upon the existence of particular sets afiogls between the parts of the entity
possessing the property (unlike resultant prop®rtibe higher level entity cannot be
eliminated by any reductionist strategy from caagaounts. Even though it may be
possible to explain relationally emergent powers,cannoexplain them away

The relational concept of emergence, then, hasiaimebenefits that it provides
a justification for treating the emergent propexidé higher level entities as causally
effective in their own right, while at the same d¢imllowing us to explore the ways in
which these properties are produced as a consegoétive properties of the parts and
the way in which they are organised to form thigipalar sort of higher level entity.

The properties that emerge in this way are, | leageed, identical with thesal
causal powerslescribed by Bhaskar in his theory of causatiod, tais thesis has
accepted his argument that each particular caaetoél causations the outcome of the
interplay of a variety of such real causal pow@xdual events, then, are co-determined
by the causal powers or emergent properties oétities that are significantly
involved in the production of that event. And assvaagued in chapter three above,
because the causal effect of any given entitycsrnsequence of the level of
organisation that it represents, it is entirelygilole for entities at different levels of the
ontological hierarchy to interact in the productafractual events.

The arguments of chapters two and three therefangde a general ontological
framework which can be applied to entities andrtheperties at any level of the
emergence hierarchy. It is this framework that wpiths the argument that social
structures and human individuals are entities efttergent properties, which can

interact to co-determine social events. These aegisralso provide an analytical or
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methodological framework for examining the relatibip between a whole and its
parts, which | have drawn on in considering thatrehship between social structure
and its human parts and that between human bentgthair biological parts. This

latter framework can be summarised as what | haitectthefive pillars of emergence:

if we are to explain the emergent properties of emijty, we must consider (i) its parts;
(i) the relations between those parts that areadtaristic of this particular type of
entity; (iii) the set of morphogenetic causes trate produced the entity in its current
form; (iv) the set of morphostatic causes thatiBsabthe entity and ensure its continued
survival; and (v) the mechanisms by which its partd relations produce the specific
properties of the entity. The next sections wiliesv the application of this framework

to social structure and to human agency.

Structure

The termsocial structurehas been used by sociologists in many differeryswa
For my purposes here, we may analyse this vamtytwo different dimensions of
variability. In what we may call the analytic dingon, structure is taken sometimes to
refer to higher-level social entities, sometimeth®relations between their parts, and
sometimes to a property of the parts themselvem (@&ldens’ treatment of rules). This
thesis has sought to clarify the relationship betwthese different senses of structure,
applying the general theory of emergence to shaiiths the higher level social
entities that are causally effective, by virtugpoésessing properties that depend upon
both the properties of their parts and the relatioetween them. Thus each of the three
senses of structure identified here refers to &uliaad necessary part of the
explanation of social structure, but none of them loe substituted for the others.

In the second dimension, which we might call theotggical dimension, there
is a broad range of different types of social grttiat could be seen as structures, such
as socioeconomic classes, capital, markets, patgiaand social practices such as
common courtesy. If we are to place social theary sound ontological footing, we
will need to investigate the whole range of possgucial structures, identify where the
boundaries lie between the different types, esthiihich really do have emergent
causal powers, and apply the five pillars apprdaamderstanding how those causal
powers emerge. But there is an essential prectosurch an exercise: to demonstrate

that the concept of emergence can apply to anyksituctures at all. That is what this

D. Elder-Vass 216



thesis has attempted, and to achieve this we nagdlow that at leasinetype of
social structure is indeed emergent. The thesiddtassed on the case of organisations.

Chapter four sought to show that organisationeati#ies with emergent
properties. Their parts are (at least primarilynlan individuals, related to each other
by a set of practices that are specific to thei@der roles that each individual adopts
within the organisation. In following these praesc the individuals that make up an
organisation behave differently than they wouldfdbey were not parts of it, and
when they do follow these practices they have difieeffects on the world than they
could have as individuals outside the organisafldre effect of this behaviour must
then be seen as a causal effect of the organisétidh and not of the individugua
individual. Methodological individualists may setekgive an account of such
behaviour in terms of the behaviour of the indidtiuconcerned and their relations with
other individuals, but where these relations aosétthat derive from their role in the
organisation, then the redescription principle ssplif we attribute the causal effects
here to the individuals concernpliisthe set of relations in which they stand as a
concomitant of being parts of an organisation, tineflact we are attributing those
causal effects to the organisation. This ontoldgicstification for a belief in the causal
efficacy of organisations is the first of two ongl and important consequences of this
thesis’s emergentist approach to the explanati@oofl structure.

Organisations, themre causally effective in their own right, and a riglaal
emergentist account shows us how this can be. Henvihis should give no succour to
methodological collectivists, because the emergkeaticount developed here also
recognises that social structures do not entaletgrminehuman behaviour, but only
co-determinet in conjunction with the causal powers of a gmeany other entities
from a variety of levels of the emergence hierayahgluding human individuals
themselves. Furthermore, this relational emergeatisount encourages us to analyse
howthe emergent properties of organisations can peged as an outcome of lower-
level interactions. It is the recognition that sestplanations are entirely compatible
with the rejection of methodological individualigimat is the second distinctive and

important outcome of this approach to the emergehsecial structure.

Agency

Chapters six and seven have argued that humaridodis themselves, like

organisations, are entities with emergent properids in all cases of emergence, those
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properties arise from the unique way in which camtgare organised to form us as
human beings. An emergentist theory of agency,, tfemognises that our causal powers
arise from our biological constitution. Howeveristdoes not mean that human actions
are biologically determined. Like any other evetiigy are co-determined by a variety
of interacting causes from a variety of ontologieakls. The original theory of action
developed in this thesis has sought to show tlattbchanisms through which human
action is determined provide opportunities for aation to be influenced both by the
social structures that are so central to our enwirent, but also by our own uniquely
human powers of conscious reflexive thinking.

Human beings, then, are entities with emergentatgumvers. These are not,
however, the god-like causal powers to uniquelytatally determine subsequent
effects that sometimes seem implicit in discussafrthe human causal role. Rather, we
have only the ability to exercise a causal inflleeon the world around us, alongside
many other factors, and the events that resuldlarays the outcome of many
interacting factors, of which our input is only ome providing an explanation diow
human individuals can be causally effective (rathan merely taking this for granted),
the argument of this thesis therefore also showsthes causal effectiveness can be
reconciled with the causal effectivenes®thfer entities that affect social behaviour.

Furthermore, this recognition of human powers sthgide no succour to those
anthropocentric methodological individualists whengiss on principle all attempts to
explain the biological basis of human behaviourmda actions are caused and can be
explained (though in practice they can only be @xgd to the extent that we
understand the particular mechanisms involved).ceeas chapter seven made clear,
libertarian conceptions of free will must be regettin another close parallel with its
analysis of social structure, the relational act@mirrmergence encourages us to
consider how the emergent properties of human iddals can be explained as an
outcome of the behaviour and inter-relationshipswfbiological parts. Once again, the
recognition that such explanations are entirely gatible with the denial of
reductionism — here, biological reductionism — igiical contribution of the approach

to emergence developed in this thesis.

The interplay of structure and agency

To put it another way, the value of the emergemiigtroach to structure and

agency advanced in this thesis is that it shows &adwnoad range of explanations of
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different facets of them both can be fitted togethea coherent and mutually-
reinforcing whole. The example that has been d@eslanost thoroughly in the body of
the thesis has been the argument that Bourdieeiebr’s at first sight radically
incompatible accounts of human agency both haveat geal to offer and can be fitted
together productively in an emergentist theorywhlan action. But this is only a
particular case of a more general benefit of thergemtist approach. While
methodological individualists deny the value ofdhes that allow any explanatory role
to social structures, and methodological collesta/deny the value of theories that
explain social facts in terms of human individuaésglist emergentists can see the value
of both and integrate the two. While conflationigte Giddens and Bourdieu argue that
structure is effective through becoming a parindividuals, and Archer tends to see the
effects of structure on individuals as entirelyegrtll, the approach to emergence
advocated here allows us to accept that structoes dork at least partly through its
metaphorical internalisation, but also that strrestill retains causal power in its own
right. The consequence is that the emergeoigilogicalapproach developed in this
thesis allows us to adofiteoreticalarguments advanced from all sides of the debate
where they cast useful light on the relations nfctire and agency, and to integrate
arguments from a variety of these perspectives.

Structure and agency, then, interact in a greaymaays. Using the five pillars
of emergence as the principle for organising tredyems, this section will summarise
the sorts of interaction that this thesis has dised.

Let me begin with agency. Human individuals are posed of their biological
parts organised through the anatomicaationsthat are characteristic of human
beings. It might seem at first sight that thesespand relations are independent of
social causes, although the increasing capabibfiésiman biotechnology such as
genetic engineering are making us increasingly ewrat even our biological
composition is subject to social influence. Momgngicant in the present, though, is the
key role played in human beings by our brains.i€xily, our brains are composed of
neurological parts arranged by relations that enearkably plastic: they change as a
result of our experience, and hence it is pos$dyléhe social world, through its effect
on our experience, to affect the (neurologicalatiehs between our parts.

The combination of these parts in these relatiesslts in a number of
mechanismghat provide human beings with the full range wf emergent capabilities.

These include the ability to breathe, to move at and so on, but in social theory we
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are most interested in the generic ability of hurbaimgs to act intentionally in a social
context. As with any other mechanism, this one iregwa theoretical explanation — an
explanatory reduction of the mechanism — and chapteadvanced a theory of action
that showed one way in which it is possible tha #bility to act emerges from the
organisation of our parts and the sorts of proceds®h conscious and non-conscious,
that arise from that organisation.

The particular actions that follow from this mectksamin any particular case
depend upon the prior shaping of our human tot#titgugh a process of altering our
anatomical, and most particularly our neurologreddtions — thenorphogenetic
process we call learning, which produces the keehet dispositions which in turn co-
determine our actions. In this process a variewifdérent causes may interact, and the
theory of action developed here enables us to @eelie social environment may
causally affect our habitus, as argued by Bourdigile still retaining space for the
reflexive deliberations of the human agent, assteé by Archer. These reflexive
deliberations create the opportunity for the agenéke conscious account of the social
structures that form their context and hence arsea@y in which the social
environment can affect our beliefs and dispositiofBus conditioning and decision-
making provide the processes by which our neurofdgelations are rearranged to
produce new emergent beliefs and dispositions ptbeess by which social causes can
affect our human structure and thus our emergeamguties.

Of course, such influences can also hawegphostaticeffect; as Bourdieu has
stressed, our experiences often tend to reinfarcexisting dispositions. Thus the
learning process need not change our human stejetumay sometimes stabilise it.
Meanwhile, there are also a great many other plogical processes that maintain the
existence of the human form, which we can oftee fak granted in the social sciences.

By considering the five pillars in the emergenceéhaf human capability to act,
then, we can see how that capability is simultasgounderpinned by our biological
parts and structure and causally influenced (cerdehed but not determined) by social
structures.

Next we must consider the other side of the stdmpw agency influences
structure — by considering the five pillars of #raergence of organisations. Tjeats

of organisations are primarily human beings orgathibirough their acceptance of roles
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which define theelationsrequired to form the organisatiéh. Themechanisnthat
produces the emergent properties of the organrsaiprovided by the enactment of
these roles by their incumbents according to afsgtften loosely defined and/or
implicit) rules. Thus there is an important placdhe understanding of structure’s
dependence on agency for the rules stressed bye@sddr perhaps of the dispositional
rule-equivalents offered by Searle in place ofsuldghe “skills and abilities that are, so
to speak, functionally equivalent to the systemutdés” (Searle, 1995, p. 142). Role
enactment is itself always a human action, andéanmoduct of human agency,
operating through the mechanisms discussed abare.tHen we have the first aspect
of the influence of human agency on social strigctuthe acts of social entities depend
upon an emergence mechanism that itself dependshupoan agency.

This mechanism, however, also leaves open manyrappies for the exercise
of individual discretion in the details bbwa role is to be enacted. Rules are always
indeterminate in boundary cases (Wittgenstein, 12481 they only ever specify some
aspects of how a role is to be enacted. Indeedy mées are at least partiyrategying
roles, in Mouzelis’ terms (Mouzelis, 2000), andhese cases the enactment of the role
is inherently a matter of exercising individual ggmnent and discretion.

Role enactment thus provides opportunities botldia incumbents to act in
routine ways that reproduce the organisation —thuasl agnorphostaticcausal
influences on the organisation as a whole — andolerincumbents to act in strategying
ways that may lead to changes in the organisatiammd-thus amorphogeneticausal
influences on the organisation as a whole.

Applying the ‘five pillars’ analysis to human indiwals and organisations, then,
enables us to see how a broad variety of interoglstips between structure and agency

fit together to produce social action.

Outstanding issues

Significant gaps, however, remain in the accourthe$e interrelationships that
has been presented in this thesis. Most obvioirsijie space and time available for a
work of this kind it has only been possible to addra subset — though a significant one

— of the various kinds of social structure. Ultiglgt we need to apply the emergentist

°t is open to debate whether other things might &ke parts of organisations, e.g. computers
performing roles previously performed by human gsirif they were, this would complicate
the story told here, but it would not invalidated far as it goes.
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perspective and methodology developed here torthklysis of a broad variety of
putative social structures if we are to place theyof social systems onto an
ontologically rigorous footing.

This thesis has begun to consider one further nwg@s of social structures:
institutions, which | have defined as social preegtithat are followed in a particular
community. Institutions are dependent upon shaediéfls, and upon shared meanings —
the agreement amongst a community that certais sbghysical behaviour count as
certain sorts of practices. | have suggested tiatesd beliefs may be seen as properties
of groups of people rather than entities in thainaight, but a great deal more work is
required if we are to be able to give a thorougtolagical analysis of institutions. We
must also remember that institutionalised practutag a significant role in
organisations, so that a more complete theorisati@mganisations themselves also
depends upon further progress in this area.

The question of institutions also opens up a muolder area that requires
deeper ontological investigation: the structurenefaning and culture as emergent
systems. Meaning and culture are themselves kechpf study for sociology in their
own right, but it is also clear that structure agency are strongly mutual
interdependent with meaning and culture. As waatpdiout in chapter one, for
example, social conditions have a strong caushlante on the development of
culture; human action is inherently meaningful; amel functioning of social
organisations and institutions rests to some extpah our beliefs about thethThese
are interdependences that have been recognisbis ithésis but the further
development of the theory initiated here depenasupe complementary theorisation
of meaning and culture, and of their inter-relasiovith structure and agency.

A comprehensive emergentist approach to meaningualitwre would seem to
require the integration of at least four distinchlyses. These are: the roots of meaning
in the neural architecture that underlies the humand; the role of interaction with
other people, and with the natural and social wortate generally, in forming our
meanings; the relations between signs, signifiadd,referents that are analysed by
semiotics; and the development by human commurofiskared meanings and thus of
culture as a communal as opposed to a purely ithgi¥ipossession. Just as emergence

%2 John Searle, for example, has argued that “laregisagssentially constitutive of institutional
reality” — that money, for example, can only funatias such because of the linguistic meanings
we associate with it (Searle, 1995, p. 59).
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provides an ontological framework that enablesougtoncile social structures and
human agency in a way that allows causal influead®th, we need to investigate
whether and how the same sort of framework canlersabimilar reconciliation of
these various perspectives on meaning and culincethus underpin a clearer account
of what sort of causal effects we can attributehem.

Although | have focussed here on the outstandisigess in the theory of
structure and agency, there are also many waysichwhe general theory of
emergence could be developed further. In this shési example, | have set aside the
question of supervenience, the concept of intaelations, process-based versus
configurational varieties of emergence, and acaitexamination of the possible ways
in which emergentism could be false, incompletegrdy partially valid.

Although | believe that these omissions do not amilee the main arguments
presented in this thesis, they do mean that mnsething less than a complete general
theory of emergence, and equally something lessdl@mplete account of structure
and agency. Further work remains to be done in aahs, and | expect to address

issues in both areas in a continuing research anoge.

The implications for metatheory

Despite these omissions, | believe that this thHessspresented an account of
structure and agency that is richer and more pawtrén those implicit in more
restrictive ontological perspectives. It is riclaed more powerful, | argue, because the
emergentist ontological framework allows for thé fange of interactions between
causally effective entities at both levels, whilelee same time making clear the
relationship between the different elements ofé¢heteractions. Here we have a case of
that mutually supporting relation between domagotly and metatheory discussed in
chapter one: the emergentist ontological framevetidws us to theorise the inter-
relationships of structure and agency more fulgntits competitors and this
improvement at the domain-theoretical level vakdahe corresponding innovation at
the metatheoretical level.

In validating an emergentist ontology, this anayalso implicitly demonstrates
the value of ontological work in the social sciesicnd in particular the value of being
more rigorous about the ontological status of tiecepts that are employed in it.
Sociological concepts are often pressed into semith loose contextual definitions

and no attempt to establish what their real retsrare or whether it is valid to treat
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them as having causal significance. In the natgignces, it would be unthinkable to
employ concepts without attempting to understandtwéinge of entities they apply to,
what those entities are made of, how their partstrbe related to form such an entity,
what properties and powers flow from that structhiewy these entities come into
existence, and how that existence is maintainets8eial scientists often seem happy
to employ entity concepts while ignoring some dioathese questions about them (the
examples of ‘discourse’, ‘culture’, ‘values’, anflamurse ‘agency’ spring to mind).
There is frequently a presumption that we can Uigednalyse the social role of such
concepts while utterly disregarding their ontol@giicasis.

| believe this is a major source of error and patérly of conceptual confusion
in the social sciences; my project in this thesis im part been to offer a method of
resolving such confusion and an illustration of éipplication of that method. One
benefit of emergentism is that it provides a framgwfor the pursuit of this sort of
domain-ontological rigour. On the one hand the gartbeory of emergence provides a
general ontological foundation for the developnm@&rdomain-specific conceptual
understanding; and on the other five pillars provide a useful analytical framework to
help us clarify our thinking on any particular énti

By implication this is a naturalistic approach tmehin ontology. The general
theory of emergence describes a world in whichethergence of social entities
depends on the same sort of structural relatiotiseasmergence of natural entities, and
indeed they contain natural entities as their lelgeel parts. Thus, as advertised in
chapter one, this is a naturalistic ontology. Hogrewe have now gone a step further,
since the ‘five pillars’ approach is also a natistad methodologyit applies equally
well to the social as to the natural world.

Nevertheless, the emergentist approach advocatedcats® retains what is in a
sense an anti-naturalistic element. In recognithagentities at different ontological
levels have different sorts of properties that ningsstudied in different sorts of ways, it
also implies that at leasbmeparts of the methodology of the social scienceisdiifer
from the methodologies of other sciences. Thugfample we need an interpretative
element in the social sciences that we do not meesdly, physics. This particular
difference seems to distinguish sharply betweeméteral and the social sciences, and
thus to haveanti-naturalisticimplications.

However, other methodological differences betwdenstiences do not neatly

follow the boundary between the natural and théassciences. The natural sciences
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are by no means homogeneous in their methods)gothe same reason as has been
identified above: the different natural sciencdfedin their objects of study, and these
objects differ in their structures and propertsse(chapter one). In a sense, then, the
methodology of the natural sciences themselvesassthat methods of study will
differ between different disciplines, with the cegaence that it is internally
contradictory to regard the need for different noethin the social sciences as either
anti-naturalistic or naturalistic.

These methodological arguments reflect the ontoldgitructure of the world as
it is perceived in emergentist theories. In theswiof the world, we no longer have the
undifferentiated monism of reductionist ontologrgsich see all causal powers
belonging to the most fundamental physical paieed everything else as just
aggregates of such particles. Nor do we have tlrereg dualisms of views that insist
that life is explanatorily unreachable from thergemic level, or mind from the
physical, or the implicit dualism in the beliefrofany social scientists that human
behaviour is explanatorily unreachable from thddgial level or indeed any causal
level at all. In place of both we havelidferentiated monisnwhich could equally well
be described as antegrated pluralismUnder either label, this is a recognition that
everything is ultimately composed of the same loleeel types of components but that
they really do have distinct existences and proggelty virtue of being organised into
higher level structures. And corresponding to thiferentiated monism or integrated
pluralism at the ontological level, we have a ddéfgiated monism or integrated
pluralism at the methodological level. Both of thésrms describe the methodological
consequences of emergentism far better than aitierof the false antinomy of

naturalism vs. anti-naturalism.

Conclusion

| claim that this thesis has made important angital contributions, both to the
general theory of emergence, and to its applicabdhe question of structure and
agency. With regard to the first of these, | bedigvhas shown that the concept of
emergence can indeed provide a firm ontologicahffation for the generic rejection of
eliminative reductionism, when conceived in thenedeveloped in the early chapters
of this thesis — but also that other existing act®wf emergence fail to provide such a
foundation. With regard to the second, it has shtvahthis ontological argument can

be applied to the social realm — to individual haragency and to at least some cases
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of social structure — and that doing so producsisanger defence against the
ontological errors of methodological individualismethodological collectivism, and
central conflationism than those that have beeamckd hitherto.

It thus grounds an improved understanding of stinecand agency; an
understanding that does not replace existing thieat@pproaches to these issues, but
does show which of these add value, how they darsdbhow they can be reconciled. It
has also taken some small steps towards the deweldpof a substantive theory of
human action as part of a process of filling in glaes that this ontological approach
reveals in the existing accounts. Although thesgrdmutions are original, they do of
course draw heavily upon the existing literaturee ©f their strengths is that they show
how some of the contributions in the existing aterre can be integrated in a richer and
more complete synthesis than those licensed byquewdomain ontologies of structure
and agency. Most significantly, the more synchr@ucount of structure and agency
developed here is complementary in many respedtsetmore morphogenetically-
oriented account developed by Margaret Archer; budve also sought to integrate
insights from Giddens, Bourdieu, and Sawyer whiigoising other aspects of their
work.

The theory of emergence elaborated in the earlygbahis thesis has not only
provided the ontological principles upon which tamglysis of structure and agency has
been built. It has also provided the outline of@madology for such work: the ‘five
pillars’ approach to analysing the ontology of gyen type of object. The analysis of
structure and agency has been constructed largely this method, although I have
gone beyond it where this has seemed to help tdatalthe ontological analysis. This
thesis, then, does not only make important clamissiown right. It also initiates an
approach to analysing the social world that caaggied much more widely, an
approach that has the potential to cast new ligha wariety of other problems in the

social sciences.
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